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6.4
Network Monitoring Within Enclave Boundaries and External Connections

A fundamental tenet of the defense-in-depth strategy is to prevent cyber attacks from penetrating networks and to detect and to respond effectively to mitigate the effects of attacks that do.  As discussed above, an integral aspect of the defense-in-depth strategy embraced by this Framework is enclave boundary protection, which often takes the form of firewalls and virtual private networks (VPN).  While these technologies offer perimeter and access controls, “authorized” internal and remote users can attempt probing, misuse, and malicious activities within an enclave.  Firewalls do not monitor authorized users’ actions, nor do they address internal (insider) threats.  Firewalls also must allow some degree of access, which may open the door for external vulnerability probing and the potential for attacks.

Detect and respond capabilities are complex structures that run the gamut of intrusion and attack detection, characterization, and response.  The various detection aspects of detect and respond are actually measurement services.  Intrusion detection, network scanning, and the like are measurement functions that determine the effectiveness of the deployed protection systems and procedures on a continuous or periodic basis.  In themselves, detection capabilities are not protection measures.  The respond aspect can initiate changes to existing protection systems (e.g., configuration changes in a firewall to block an attacker’s Internet Protocol [IP] address) or deploy additional protection measures (e.g., placement of another firewall appliance).  The local environments (within enclaves) are the logical location for network-based sensors.  This section addresses sensors that operate in near real time.  Specific network monitoring technologies addressed in the Framework are shown in Figure 6.4-1.  Section 6.5, Network Scanners Within Enclave Boundaries, addresses sensors that typically operate off-line.  Section 7.2, Host-Based Detect and Respond Capabilities Within Computing Environments, provides similar guidance for host-based sensors.  
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Local environments have the option to implement as much or as little above the sensors as they believe is prudent, obtaining services and support from the infrastructure as necessary. Section 8.2 of the Framework provides an in-depth discussion of the various detect and respond processes and functions in the context of a supporting information assurance (IA) infrastructure capability.  It also offers guidance on technologies for processes beyond the sensors, but recognizes that these processes may be implemented at any level in a network hierarchy, including a local enclave environment.

Network monitors, including network intrusion detection and network malicious code detection technology areas, are covered in this section.  The section provides an overview of each relevant technology, general considerations for their use, the rationale for selecting available features, deployment considerations, and a perspective on how these technologies are typically bundled into products.  The section concludes with sources for additional information and a list of the references used in developing this guidance.

6.4.1
Network Intrusion Detection 

The goal of an intrusion detection system (IDS) is to identify and potentially stop unauthorized use, misuse, and abuse of computer systems by both internal network users and external attackers in near real time.  Because this section of the Framework addresses network-based monitoring, these discussions center on operations using network information.  As discussed in Section 7.2, Host-Based Detect and Respond Capabilities Within Computing Environments, similar structures and technologies are also available for performing comparable functions using host-based information.

6.4.1.1
Technology Overview 

Normally, a dedicated computer is deployed for each network IDS on each network or network segment being monitored.  A network interface card (NIC) is placed into promiscuous mode, enabling the IDS software to watch all traffic passing from computer to computer on that particular network.  The IDS software looks for signs of abuse (e.g., malformed packets, incorrect source or destination addresses, and particular key words).

A network-based IDS bases its attack detection on a comparison of the parameters of the user’s session and the user’s commands with a rules-base of techniques used by attackers to penetrate a system.  These techniques, referred to as “attack signatures,” are what network-based IDSs look for in the behavior of network traffic.  An attack signature can be any pattern or sequence of patterns that constitutes a known security violation.  The patterns are monitored on the network data.  The level of sophistication of an intrusion can range from a single event, events that occur over time, and sequential events that together constitute an intrusion.

Detection Approaches

There are three basic technology approaches for performing network intrusion detection: 

· Signature detection approach typically incorporates search engines that seek to identify known intrusion or attack signatures.  

· Novel attack detection is based on identifying abnormal network behavior that could be indicative of an intrusion.  

· Network log-based detection monitors for attacks using audit logs of network components. 

Signature Detection Approach.  This approach utilizes traffic analysis to compare session data with a known database of popular attack signatures.  These IDSs act like a “sniffer” of network traffic on the network, caching network traffic for analysis.  Typically, they do not introduce path delays while they are processing traffic and therefore do not impact network or application performance.  Vendors refer to this operation as “real time.”  Northcutt offers the perspective that “one of the great marketing lies in intrusion detection is ‘real time.’  What marketers mean by real time is that intrusion detection analysts are supposed to respond to beeps and alarms.”  [“Network Intrusion Detection An Analyst’s Handbook,” by Stephen Northcutt, New Riders Publishing, 1999]  

This technology examines the traffic against a predefined set of rules or attack signatures, typically using one of these techniques:

· Pattern expression or bytecode matching.  The ability to determine regular behavior patterns to distinguish abnormal patterns, as well as determine if the traffic being monitored matches a predefined attack signature.

· Frequency or threshold crossing.  The ability to establish a predefined threshold; if the threshold is exceeded, an intrusion is assumed.

There are two basic signature-based options: one, referred to as a “static signature IDS,” which uses a built-in attack signature base and a second, “dynamic signature IDS,” which relies on signature information that can be loaded dynamically into the IDS.  Some product vendors provide routine updates of attack signatures.  Some IDS tools give the customer the capability to customize attack signatures.

Novel Attack Detection.  This relatively new detection strategy monitors Transmission Control Protocol (TCP) Dump data and attempts to filter out activities that are considered normal behavior.  The genesis for this approach was to implement a sensor that would allow an analyst to evaluate large quantities of network information and select anomalous behavior.  Unlike signature detection techniques, in which the sensor has to have a priori knowledge of specific attack scripts, this technique relies on screening by an analyst and can detect a variety of probes and attacks that other detection approaches miss.  Initial versions dealt with packet header information only.  Later versions capture the full packet content.

Network Log-Based Detection.  This detection technique focuses on the monitoring of audit logs from network devices.  It has two major components.  One is a catalog of audited events that are considered “bad” behavior.  The catalog could include attack profiles, suspicious activity profiles, and activities defined as unacceptable.  The second component is an audit trail analysis module.  Audit trails come from a chronological record of activities on a system.  The analysis module examines the monitored system’s audit trail for activity that matches activity in the catalog; when a match occurs, intrusive activity is assumed.  Audit-based systems may also provide the ability to identify and track additional activity by an individual who is suspected of intrusive behavior.

IDS Tuning Options

Typically, an IDS provides capabilities for selecting which attacks are being monitored. Depending on the specific implementation of an IDS, it is often possible to select which attacks will be monitored, what the response will be for each detected intrusion, specific source and/or destination addresses (to be monitored or excluded), and characterizations of the class (indication of the importance or severity) of each alarm.  This capability,  to configure the monitoring screen, is critical to optimize the monitoring capability of an IDS.  In this way, it is possible to focus the sensor on specific events of interest and the response that the IDS will have on detection of events.

Response Options

While the sensors detect and collect information about intrusions, it is the analyst who interprets the results.  Some network IDS technologies offer automated response features to various alarms.  In addition to logging the session and reporting, as indicated below, some have the option to terminate the connection, shun an address that was the source of the detected intrusion, throttle the amount of traffic allowed through a port, or even close down a site’s operation.  In some cases, the IDS can accomplish these operations itself; in others, it works in conjunction with a network interface device (e.g., firewall, router, or gateway) to achieve the desired result.

Reporting Mechanisms

When it detects a threat, a network IDS generally sends an alert to a centralized management console where alert information can be recorded and brought to the attention of an administrator.  Some of the network IDS technologies offer additional reporting capabilities.  Some can automatically send an e-mail message over the network to alert an operator to the alarm condition.  Others can initiate a message to a pager. 

6.4.1.2
General Considerations for Use

Network IDS technologies are an important aspect of an enclave’s defensive posture.  Table 6.4‑1 provides a synopsis of advantages and disadvantages of using network-based IDS technology. 

Table 6.4-1.  Network-Based IDS Considerations

	Advantages
	Disadvantages

	Provides real-time measure of the adequacy of an infrastructure’s network protection measures.

Network-level sensors can monitor and detect network attacks (e.g., SYN flood and packet storm attacks).

The insertion of a network-level sensor does not affect existing data sources from a performance and reliability standpoint.

Well-placed network sensors are designed to provide an integrated, enterprise wide view, at the management console, of any large-scale attack.

Operator expertise and training only required for the single network IDS platform.
	Some network-based systems can infer from network traffic what is happening on hosts, yet they cannot tell the outcome of the commands executed on the host.

Network-based monitoring and intrusion detection becomes more difficult on modern switched networks.  Switched networks establish a network segment for each host; therefore, network-based sensors are reduced to monitoring a single host. Network switches that support a monitoring or scanning port can at least partially mitigate this issue.

Network-based sensors cannot scan protocols or content if network traffic is encrypted.

Must be used on each network segment because they are unable to see across routers and switches.

Current network-based monitoring technologies cannot handle high-speed networks.


The network-based IDS is typically is deployed in the middle of a communications path between client and server and has access to data at all layers of communication.  This process allows this type of sensor to do extensive analysis for attack detection and provide detection in near real time.  Since a network IDS runs on an independent computer, there is no impact on the performance of other network resources. 

Today, network traffic is often encrypted through mechanisms such as VPNs.  A network IDS simply watches information traversing a network and is typically not capable of decrypting the packets.  In these cases, the encryption blinds the IDS to any attacks that may occur.  This type of sensor relies on passive protocol analysis causing it to “fail open.”  This leaves the network available and vulnerable and leaves the IDS itself open to potential compromise.

Throughput is another concern.  If only one network IDS computer was to monitor an entire network, that one computer would have to be capable of scanning every single network packet.  At modest throughput levels (e.g., 50 Mb/s), most network IDSs can keep pace with the incoming stream of data.  However, as network bandwidth increases and network loads reach higher rates (100 Mbps and beyond), one or even several network IDS computers may not be able to keep up with the flow of traffic.

6.4.1.3
Important Features

When selecting a network IDS, there are a number of features that should be considered.  This section identifies these important features.  The section that follows discusses rationales for the selection of these features. 

Detection 

· Detection approach used by the network IDS.

· Does it perform packet fragmentation/reassembly?

· Which threshold adjustments can be made to the IDS?
Signatures

· Number of events/signatures that can be stored.

· How often the signatures can be updated.

· Is the update static (manual) or dynamic (automated)?

· Are user-defined attack signatures allowed; if so, are the scripting tools easy to use?

Operations

· Can it protect itself from unauthorized modifications?

· Does it recover from system crashes?

Response Options

· Does it offer provisions for reconfiguring firewalls?

· Does it have session closing and reset capabilities?

· Does it have address blocking (shunning) capabilities?

· Can it execute program scripts on alarm?

Reporting Options

· Does it report in real time to a workstation?

· Can network and host-based IDSs report to the same analyst console?

· Is the reporting interval configurable?

· Can IDS notify personnel using e-mail or pagers?

· Is the amount/type of information reported to a management station configurable?

Performance

· Network compatibility.

· Number of packets that can be processed over an interval (packet size/bandwidth).

· Rate of false positives (identification of a nonintrusive activity as intrusive).

· Rate of false negatives (failure to identify an intrusive activity).

Platform

· Operating system.

· Type of platform required to host network IDS.

· Processing burden for anticipated network traffic load.

Console Considerations

· Operator Interface.  Type of command and monitoring provisions available to an operator.

· Mark as Analyzed.  Ability to clear or mark selected alarms that have been reviewed

· Drill Down.  Ability to provide additional information for selected events.

· Correlation.  Tools to correlate events based on source, destination, type.

· Report Generation.  Ability to generate reports upon event detection and as periodic summary reports.

6.4.1.4
Rationale for Selecting Features

Detect and respond capabilities exemplify the necessity of integrating operations and personnel considerations with the selection of technology solutions, consistent with the overall defense-in-depth philosophy.  As indicated earlier, network monitoring does not itself offer protection from intrusions or attacks.  It should really be considered instrumentation that monitors (and “measures”) the effectiveness of a network’s existing protection structures.  It is up to operators (personnel and operations) to interpret the outputs of the IDS and initiate an appropriate response.  If full-time operators
 are not available to interpret and formulate responses based on the IDS outputs, then IDS implementations will not typically add real value.  In this case, it is likely that IDS deployments should not be considered.  Otherwise, when selecting features for an IDS, there are a number of factors to be considered, based on how the IDS is intended to be used, whether full- or part-time operators will be available, and the skills of the operators to interpret the results. 

Detection 

The type of detection mechanism is one primary consideration when selecting a network IDS technology. Another important consideration is the anticipated skills of the attacker.  Signature-based detection, which is the traditional method used in network IDS technologies, typically lacks the ability to detect new (or modified) versions of attack strings.  While many intrusions (typical of novices) use standard attack sequences (often downloaded from hacker bulletin boards), an accomplished adversary will have the capability to create new attacks or modify old attacks and thus thwart traditional signature detection mechanisms.  Anomaly and misuse detection approaches have greater flexibility for identifying new or modified attacks (since they monitor network usage or behavior).  But they are more complex to operate and not necessarily as responsive to traditional attack strings.  These are also the only mechanisms currently available to monitor actions of otherwise authorized users for inadvertent or intentional misuse.

The ability of the various detection schemes to correctly identify intrusions is a fundamental consideration.  The rate of false positives (alerts resulting from normal traffic) and false negatives (failure to identify a real intrusion attempt) should be considered.  While the technologies are continually being refined for improved performance, there are inherent features that may limit performance (e.g., anomaly detectors have been known to generate significantly higher false positive indications).  

As always, any decision is based on level of risk, anticipated performance, cost (for purchase, deployment, and operation), and operational impact.  The Framework recommends consideration for deployment of multiple attack detection schemes, ideally from different vendor sources.  In this way, there is a greater likelihood of detection by at least one of the mechanisms deployed.

Signatures 

If a signature-based IDS is selected, it is desirable to have as many signatures as possible used for detection.  However, there is usually an inverse relationship among the number of signatures, the response time for possible detection.  The amount of traffic that can be monitored is also typically reduced when a large signature set is employed.  Since the lists of possible attacks change frequently, it is strongly recommended that the IDS be capable of dynamically loading signatures.  It is usually operationally more feasible and efficient if the downloading is handled on an enterprise (or at least site) basis.  Most vendors that offer dynamic loading of signatures provide periodic updates to their signature base.  While the update periods differ among vendors, a good rule of thumb is the more often the better.  If operators have the skills to create custom signatures, then having the ability to support user-defined attacks is also desirable, particularly if custom attacks are found in one of your sites.

Operations

It is desirable for the IDS to be easily configurable according to the security policies of the information system that is being monitored.  Consideration should also be given to the IDS’s ability to adapt to changes in system and user behavior over time (e.g., new applications being installed, users changing from one activity to another, or new resources becoming available that cause changes in system resource usage patterns).  

By their nature, IDS sensors are located where intrusions are anticipated.  Thus, it is important that an adversary not be capable of modifying the IDS to render it ineffective.  It is desirable that the IDS be able to perform self-monitoring, detect unauthorized modifications, and notify an attendant console.  To simplify recovery of operations after an intrusion, it is also desirable that the IDS be able to recover from system crashes, either accidental or due to malicious activity, and upon startup, be able to recover its previous state and resume its operation unaffected.

Response Options

Many available solutions offer automated response options that seem on the surface to be very desirable.  They imply that little or no human interaction is involved, as the devices can provide an immediate response.  There are serious pitfalls to consider, however, before these options are deployed.  First, it is not uncommon for a network IDS to find thousands (and possibly hundreds of thousands) of events daily, depending on where it is employed, characteristics of the normal network traffic load, and many other factors.  Often, the number of false positives may be high, giving rise to frequent unwarranted indications of intrusions.  Automated responses that terminate connections, shun addresses, throttle traffic, or actually shut down a facility can often cause severe denial-of-service (DOS) threats to the network.  It is strongly recommended that automated options not be used if there is a concern that they may cause DOS on the networks they are trying to defend.

Reporting Options

Most network-based IDSs report alarms to an operator console.  (See discussion of console features, below.)  The desirable level and frequency of reporting is based primarily on the availability and skills of the operators.  Some network IDS technologies offer the option of paging or sending e-mail messages to notify personnel of alarms.  While these sound desirable, they have the potential to give rise to operational issues.  With an IDS detecting thousands of alarms a day, these features have the potential for overloading e-mail servers (creating a DOS threat themselves) or paging operators extremely frequently at all times of the day and night.  Most often, these features are not recommended.
Performance

Network IDS performance varies due to the speed of the network, the amount of traffic, the number of nodes being protected, the number of attack signatures employed, and the power of the platform on which the IDS resides.  IDSs may be overtaxed on busy networks.  However, multiple IDSs can be placed on a given segment to subdivide host protection, thereby increasing performance and overall protection.  For instance, high-speed networks employing asynchronous transfer mode (ATM), which uses packet fragmentation to improve efficiency over high-bandwidth communications, do pose problems in terms of performance and response.

Platform

A major issue for the selection of a network-based IDS is the type of computer skills (e.g., UNIX, NT) required for operators.  Operators will likely need these skills to perform installation, configuration, adjustment, and maintenance.  Since a network-based IDS usually is located on its own platform, the platform will have to be acquired and maintained, so it may be useful to select a technology that functions on the types of platforms used within the enterprise. 

Console Considerations

As discussed in Section 8.2 of the Framework, the primary function of the console is to serve as an aid in the characterization and analysis of the many alarms that will be identified.  Operators will have to not only identify alarms that were unwarranted, those that do not offer serious risks to the network, and those that do, but also gain a first-order understanding of the source and impact of possible attacks.  

Operator Interface.  The type of interface that is operationally desired tends to be driven directly by operator preference.  Novices typically prefer a graphical user interface (GUI) with intuitive operations, pull-down screens, and substantial aids available.  Skilled operators may prefer command string operations, tailored screen options, and options for operator customization.  It is best if operators can get a hands-on trial evaluation of the console capabilities prior to final selection.

Mark as Analyzed.  Operators will typically be faced with large numbers of alarms that have to be analyzed and cleared.  A capability that is usually critical is the ability to selectively keep track of alarms that have been reviewed.

Drill Down.  Many network IDS consoles display a high level characterization of events in order to display the large number of alarms that are detected.  Operators will usually have to access additional details about each alarm to be able to characterize it properly.  It is very desirable for the console to be able to provide the additional levels of information when requested by the operator.  As with the operator interface, the types of information desired will typically depend on the skills of the operators.
Correlation.  In the same vein as drill-down features, operators will require tools for correlating events (e.g., based on source, destination, type of alarms, and events) in order to identify and properly characterize intrusions and attacks.  This is particularly necessary in situations where the incidents are distributed in time or location.  The ability of the console to integrate the reporting of various network-based and host-based IDSs and other relevant events is a strong plus, if the operators will use the additional information.  Again, as with the operator interface, the types of tools desired will typically depend on the skills of the operators.

Report Generation.  The type of reporting options will depend predominantly on the type of information operators will want to perform their characterization, and the organization’s need for reporting to higher levels (e.g., periodic summary reports).  It is always desirable to select a console that is capable of generating and disseminating reports with little extra effort beyond the hour-to-hour and minute-to-minute responsibilities that the operators will have otherwise.
6.4.1.5
Considerations for Deployment

Network architectures present another major challenge for a network IDS.  Network switches, which segregate network traffic into specific individual “subnets,” reduce network loads across an organization by implementing a form of “need to know” policy among connected computers.  Network switches only allow traffic to enter a subnet if it is meant for a computer within that subnet; similarly, they only allow packets out of a subnet that are destined for a computer outside its particular realm. 

A network IDS can see only traffic available on the segments on which it is installed.  As long as the network IDS is placed on critical segments, it will be able to measure the effectiveness of the security protection mechanisms for the most critical systems and applications.  Within an enclave environment, there are a number of possible locations to consider in deploying a network IDS, as depicted in Figure 6.4-2.  The challenge is to identify where the traffic of most interest (i.e., that most likely to be used as an attack channel) can be monitored.  
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The external gateways are an obvious candidate in that they allow the IDS to see all of the traffic destined for the enclave.  If IDSs are placed outside the firewall, they have access to the raw wide area network (WAN) traffic (e.g., Internet) without the benefit of filtering by the firewall.  If network encryption is used on that traffic, this will offer little if any value.  Placing the IDS inside the firewall resolves network encryption issues but will not give any indication of the effectiveness of the firewall operation.  Placing sensors at both points and correlating the output of the alarm causing packets that are detected outside but blocked by the firewall could provide this additional perspective.  Note that these locations provide monitoring either for external traffic that is destined for the enclave or for internal traffic that is destined for the WAN.  IDSs in these locations do not monitor traffic that is only internal to the enclave.

If an extranet (or what may be referred to as a demilitarized zone, or DMZ) is deployed, an IDS on that segment of the network could offer monitoring of traffic from outsiders to assets structured for an isolated segment of the enclave.  

The network backbone represents another deployment option.  This option does provide access to internal traffic on the backbone.  However, at this point in the network, consideration should be given to the traffic speeds and switching technologies employed on those backbones.  In some cases (e.g., ATM, Fiber Distributed-Data Interface [FDDI]) the switching technologies and transmission speeds make currently available IDS technologies impractical.  

A final placement option is on server subnets.  This is typically a good option if hubs are used, so that all traffic on the subnet is available at each hub port.  If switches are used rather than hubs, this is still a good option if there is a spanning port available (that allows access to all traffic).  If not, the IDS will not have access to all the traffic through the switch and will be ineffective unless deployed between a host and a switch (or “onto” a host).

There is always a trade-off between the possible deployment locations and the number of IDSs to be deployed.  Factors to consider include the workload of the operators needed to analyze and characterize the alarms that each IDS generates; the complexity of correlating the alarms that multiple monitors will generate for the same event; and the costs associated with purchase, installation, operation, and maintenance of the various deployment options.

6.4.1.6
Considerations for Operation

As discussed above, most IDS technologies provide the capability to tune the sensor to improve its performance for specific deployments.  When an IDS is first deployed, it is prudent to operate the technology for some period depending on the complexity of the deployment to complete this tuning.  This provides a means for determining that the IDS is capable of detecting alarms, and that the IDS is installed on the network as intended (by verifying network addresses that are monitored and the direction of traffic).  

Tuning enables the IDS to preclude the detection of authorized traffic patterns that might otherwise cause false positive alarm indications.  There are two fundamental approaches for tuning.  The first approach is to have knowledge a priori of the traffic sources that could trigger false alarms.  This could include the addresses of servers (that expect significant traffic), network management station locations (that normally sweep the network), and computers that are remotely located.  The IDS can then be configured (tuned) to preclude these from causing an alarm.

While it is desirable to have such information ahead of time, it is often not available.  The other approach is to run the IDS and have it find alarms.  As alarms are detected, an analyst determines if indeed they reflect an intrusion or a false positive based on normal operation.  This form of “discovery” also gives operators an opportunity to become familiar with the technology before it goes on-line operationally.

Tuning should not be thought of as strictly an installation process.  This process should be done on a regular basis to refine detection mechanisms and focus them on real intrusions and to reduce false positives throughout IDS operation.

6.4.2
Malicious Code (or Virus) Detectors

Malicious code can attack authorized local area network (LAN) users, administrators, and individual workstation/personal computer users in numerous ways, such as modifying data in transit, replaying (inserting data), exploiting data execution, inserting and exploiting malicious code, exploiting protocols or infrastructure bugs, and modifying malicious software during production and/or distribution.

Over the past decade, malicious code (also commonly referred to as computer viruses
) has gone from an academic curiosity to a persistent, worldwide problem.  Viruses can be written for and spread on virtually any computing platform.  Typically, viruses are written to affect client personal computers.  However, if the personal computer is connected to other machines on a LAN, it is possible for the virus to invade these machines as well.  See Section 6.6, Malicious Code Protection, for detailed descriptions of the various types of malicious code, potential malicious code attacks and countermeasures, and requirements for malicious code detection products and technologies.

6.4.2.1
Technology Overview 

Malicious code scanning technologies prevent and/or remove most types of malicious code.  The use of malicious code scanning products with current virus definitions is crucial in preventing and/or detecting attacks by all types of malicious code.  

There are several basic categories of antivirus (AV) technologies:

· Preinfection Prevention Products.  A first level of defense against malicious code, used before a system has been attacked

· Infection Prevention Products.  Used to stop replication processes and prevent malicious code from initially infecting the system.

· Short-Term Infection Detection Products.  Used to detect an infection very soon after the infection has occurred

· Long-Term Infection Detection Products.  Used to identify specific malicious code on a system that has already been infected for some time, usually removing the malicious code and returning the system to its prior functionality.

See Section 6.6.5.2, Viruses and E-Mail, for a more detailed description of the types of malicious code detection technologies.

6.4.2.2
Important Features

When selecting AV technologies, there are a number of features that should be considered.  This section identifies important features for selection.  The section that follows discusses the rationale for the selection of these features.  Additional factors to consider when selecting a malicious code detection product can be found in Section 6.6.6, Selection Criteria.

Detection Capabilities

· Data integrity checks.

· Perimeter-level scanning for e-mail and Web traffic.

· Does tool exploit malicious mobile code?

· Real-time virus scanning.

· On-demand virus scanning.

· Network packet monitoring.

· Different strains of polymorphic viruses.

· Viruses residing in encrypted messages, compressed files.

· Viruses in different languages (e.g., JAVA, ActiveX, and Visual Basic).

· Trojan horses and worms.
Updates

· Can tool upgrade an existing version?

· Are regular updates available?

· Frequency of update releases.

· Response mechanisms.

· Quarantine at the server level.

· Quarantine at the console level.

· Supply network-based responders.

· Send alerts to network or system administrators.

· Send alerts (in the case of e-mail borne viruses) to sender and receiver(s).

Platform Considerations

· What platforms does the tool run on?

· Does tool allow cross-platform support?

6.4.2.3
Rationale for Selecting Features

When selecting AV products, two important guidelines must be followed. The “best” product may not be good enough by itself.  Also, since data security products operate in different ways, one product may be more useful than another in different situations.  The following categories provide a rationale for evaluating the features of specific technology offerings.  Rating each product according to these categories will allow an organization to choose the best malicious code detection product for its needs.

Detection Capabilities

As discussed in Section 6.6.5.2, Viruses and E-mail, most computer-virus scanners use pattern-matching algorithms that can scan for many different signatures at the same time.  Malicious code detection technologies have to include scanning capabilities that detect known and unknown worms and Trojan horses.  Most AV products search hard disks for viruses, detect and remove any that are found, and include an auto-update feature that enables the program to download profiles of new viruses so that it will have the profiles necessary for scanning.  The virus signatures these programs recognize are quite short: typically, 16 to 30 bytes out of the several thousand that make up a complete virus.  It is more efficient to recognize a small fragment than to verify the presence of an entire virus, and a single signature may be common to many different viruses.

Updates

Maintaining an effective defense against virus and hostile code threats involves far more than the ability to produce perfect detection rates at a given point in time.  With an average of nearly 300 new viruses discovered each month, the actual detection rate of AV software can decline rapidly if not kept current.  This AV protection should be updated regularly.  As new viruses are discovered, corresponding cures are developed to update protections.  These updates should not be ignored.  AV systems should do these updates automatically, reliably, and through a centrally controlled management Framework.  To stay current, these scanning programs must be updated when new virus strains are found and AV codes are written.  Most computer-virus scanners use pattern-matching algorithms that can scan for many different signatures at the same time.  This is why enterprise-class AV solutions must be able to offer timely and efficient upgrades and updates across all client and server platforms.

Often, in large enterprise environments, a typical acquisition and deployment strategy is to deploy one brand of AV software at end-user workstations and a different vendor’s product in the e-mail, file, and application server environments.  This broadens the spectrum of coverage because in any given instance, one vendor is typically ahead of another in releasing the latest round of virus signature discoveries.

Response Mechanisms

Once malicious code has been detected, it must be removed.  One technique is simply to erase the infected program, but this is a harsh method of elimination.  Most AV programs attempt to repair infected files rather than destroy them.  If a virus-specific scanning program detects an infected file, it can usually follow a detailed prescription, supplied by its programmers, for deleting virus code and reassembling a working copy of the original file.  There are also generic techniques that work well for known and unknown viruses.  One method is to gather a mathematical fingerprint for each program on the system.  If a program subsequently becomes infected, this method can reconstitute a copy of the original.  Most tools perform scanning for viruses, but all do not detect and remove Trojan horses, worms, and malicious mobile code upon all levels of entry.  Most currently available AV tools do not have the same capabilities when responding across a network.  Additional countermeasures related to malicious code can be found in Section 6.6.4, Potential Countermeasures.

Platform Considerations

The computers to run this software must meet the hardware and software requirements specified by the manufacturer.  The malicious code protection software should function properly and perform its duties without failing or interfering with other applications running on the same system.

6.4.2.4
Considerations for Deployment

Defense in depth dictates that any virus protection must be implemented across the enterprise.  This means installing and managing AV software on every system.  Some advocate installing AV software only on edge devices, such as servers, firewalls, and gateways.  But defense against viruses is only as good as its weakest link, and if one system can be compromised, then the entire enterprise is at risk.

Centralized management for the AV capabilities with a common set of policies is strongly recommended.  Though some vendor offerings cater to end-users who are being held responsible for following security mandates, this can lead to more and varied security holes.  What most often happens is that end users (or many of them), when their sessions are interrupted with a pop-up screen telling them their files are about to be scanned or that they are about to receive an AV update, tend to override the update manually, because it is distracting.

6.4.2.5
Considerations for Operation
Most AV technologies provide a means for sending responses or alerts at the server level, and some at the console level.  It is always desirable to notify anyone that may have been infected that malicious code has been detected.  This should include system and network administrators.  If malicious code is encountered in e-mail transactions, it is desirable to notify the sender and recipient.  If it is found on a file system that knows the file owner, he or she should be notified.  In general, anyone that could be notified should be.

6.4.3
Discussion of Typical
Bundling of Capabilities

At one point, network monitors were offered as stand-alone devices.  Vendors may prefer to offer these technologies as appliances, sold with what is otherwise a commercial off-the-shelf (COTS) computer system, at an inflated price.  There are also a number of offerings that combine these monitors with firewalls, routers, vulnerability scanners, and the like as a means for vendors to leverage existing market positions to gain market share in related areas.  Another trend that is becoming popular is for larger vendors to offer integrated architecture approaches, in which they combine a number of related technologies as a bundled offering.  Vendors tend to prefer custom rather than standard interfaces to preclude the merging of other vendor offerings.  This offers a so-called “complete solution”; however, it tends to lock the buyer into one particular product suite.  While this often sounds attractive, it is often valuable to be able to integrate various technologies together in order to take advantage of the detection capabilities available from the different implementations.

There is a natural linkage of these monitoring technologies with Enterprise Security Management (ESM) systems, and vendors have been talking about the integration for some time.  However, there is little evidence to suggest that this integration will be realized in the foreseeable future.

6.4.4
Beyond Technology Solutions

While the focus of the Information Assurance Technical Framework (IATF) is on technology solutions, there are important operational aspects of effective network monitoring that are also critical to an effective IA solution.  The Framework recommends the following guidance:

Operational Planning

· Develop intrusion detection and AV-related requirements as an integral part of the enterprise security policy.

· Assess the ability of system administration personnel to perform intrusion detection and related vulnerability scanning.

· Consult with experienced intrusion detection and vulnerability scanning personnel regarding the best approach.

· Consult with the appropriate legal council regarding affected personnel rights and procedures, as discussed below.

· Provide for adequate technical and legal training of all involved personnel.

· Acquire software and expertise from a high-integrity vendor.

· Perform network monitoring consistent with the enterprise security policy.

· Tightly couple vulnerability scanning and intrusion detection activities.

Intrusion Detection Activities

· Look for intrusion evidence based on found vulnerabilities; use intrusion evidence to find and correct vulnerabilities.

· Provide and monitor bogus sites/services/information.  Possibly monitor intrusions through known vulnerabilities to satisfy prosecution requirements in conjunction with the appropriate legal authorities.

· Perform intrusion responses that are approved by the appropriate authority.

Network Malicious Code Detection Activities

· Select and deploy virus scanning capabilities that are consistent with the location, functions, and capabilities.

· Acquire or download the appropriate AV software from a high-integrity source, and acquire any necessary hardware (such as an ancillary firewall dedicated to virus scanning of incoming or outgoing traffic).

· Institute enterprise wide AV training and procedures.

· Scan consistently based on time and/or events.

· Follow up on all indications of potential contamination (as defined in the security policy and AV procedures for the enterprise).

· Update AV software and hardware as appropriate (e.g., consistent with new releases of AV software and specific experiences throughout the enterprise).

General Activities

· Archive (within any legal constraints) audit and intrusion information, and correlate with vulnerability scan information.

· Keep authorities apprised of all activities, ensuring that any legal rights are not violated.

· Regularly repeat steps, as appropriate.

Privacy Concerns

Organizations may own the intellectual property of employees and may also legally restrict computer activities to those approved by management.  A common practice is to present this warning to all computer users as part of the normal login message.  This does not mean that ALL managers in an enterprise own ALL of the transactions of ALL of the employees.  Especially unclear is how to handle the conflict that arises between privacy and monitoring.  Use of IDSs and system monitoring tools requires caution.  Sniffers that search for key words in messages (e.g., “attack,” “weakness,” or “confidentiality”) as a standard set of “watchwords” may find them used in an appropriate manner depending on the type of correspondence.  Audit trail reports may contain full command strings (including parameters).  Knowing that an employee is sending several messages to a particular department (e.g., Human Resources) may be an infringement on his or her privacy.  It is important to refer privacy concerns to the appropriate legal and policy organizations for the enterprise prior to deployment and use of these technologies.

6.4.5
For More Information

The source materials used in the preparation of this section provide an excellent base of knowledge of relevant technologies from which to draw.  A number of additional sources of information exist.  This section of the Framework focuses on on-line sources since they tend to offer up-to-date information.  These include the following.

6.4.5.1
IATF Executive Summaries

An important segment of the IATF is a series of “Executive Summaries” that are intended to provide summary implementation guidance for specific situations.  These offer important perspectives on the application of specific technologies to realistic operational environments.  While these are still being formulated, they will be posted on the IATF Web site http://www.iatf.net as they become available. [1]

6.4.5.2
Protection Profiles

The National Security Telecommunications and Information Systems Security Policy (NSTISSP)  No. 11 provides the national policy that governs the acquisition of IA and IA-enabled information technology products for national security telecommunications and information systems.  This policy mandates that, effective January 2001, preference be given to products that are in compliance with one of the following:

· International Common Criteria for Information Security Technology Evaluation Mutual Recognition Arrangement.

· National Security Agency (NSA)/National Institute of Standards and Technology (NIST) National Information Assurance Partnership (NIAP).

· NIST Federal Information Processing Standard (FIPS) validation program. 

After January 2002, this requirement is mandated. Department of Defense (DoD) Chief Information Officer (CIO) Guidance and Policy Memorandum No. 6-8510, Guidance and Policy for Department of Defense Global Information Grid Information Assurance references this same NSTISSP No. 11 as an acquisition policy for the Department.

· The International Common Criteria and NIAP initiatives base product evaluations on Common Criteria Protection Profiles.  

· NSA and NIST are working to develop a comprehensive set of protection profiles for use by these initiatives.  An overview of these initiatives, copies of the Protection Profiles, and status of various products that have been evaluated are available at the NIST Web site http://niap.nist.gov/ [2]

6.4.5.3
Independent Third Party Reviewers of Relevant Vendor Technologies

· ICSA Net Security Page www.icsa.net
· Talisker’s Intrusion Detection Systems www.networkintrusion.co.uk/
· Network Computing—The Technology Solution Center www.nwc.com/1023/1023f12.html
· Paper on CMDS Enterprise 4.02 http://www.Intrusion.com/Products/enterprise.shtml 
(ODS Networks has changed its name to Intrusion.com)
· PC Week On-Line www.zdnet.com/pcweek/reviews/0810/10sec.html
6.4.5.4
Overview of Relevant Research Activities

· Coast Home page – Purdue University www.cs.purdue.edu/coast
· UC Davis http://seclab.cs.ucdavis.edu/
6.4.5.5
Overview of Selected Network Monitor Vendor Technologies

· Axent Technologies http://www.axent.com/ 

· cai.net http://www.cai.net/
· Cisco Connection Online www.cisco.com
· CyberSafe Corporation http://www.cybersafe.com 

· Internet Security Systems www.iss.net
· Network ICE www.networkice.com
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Figure 6.4-1.  Breakdown of�Network Monitor Technologies





Figure 6.4-2.  Network IDS Deployment Options








� 	Ideally operators should be available on a 24x7 basis.  The number of operators will depend on the traffic loads and anticipated numbers of incidents.  It is not uncommon to experience hundreds of thousands of intrusion alerts per day, and each must be investigated to determine which, if any, are serious threats.


� 	Throughout the remainder of this section, the term virus will be used to encompass the broader class of malicious code and delivery mechanisms.
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