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5.1
Availability of Backbone Networks 

Reliance on commercial providers of network services has been increasing, primarily owing to increased competition after the Telecommunications Act of 1996 and the exponential demand for bandwidth.  While most private sector organizations traditionally relied on commercial providers for almost all of their network services, Government took a different view.  Many government organizations, especially the Department of Defense (DoD) and the Intelligence Community (IC), held to the paradigm that they had to operate and maintain the entire communication system, including all of the long-haul communication transport systems.  

With the move to more cost-effective commercial service providers, government organizations have had to join private sector organizations in seeking to influence the network security industry.  The overall strategy for the public and private sector should be first, to educate—organizations should understand the different aspects of network security and determine their own requirements—and second, they should seek to participate in standards activities to influence standards, protocols, and operations.

This section of the framework focuses specifically on improving the availability
 of the long-haul transport systems to meet the operational requirements even if the long-haul transport systems are under an information warfare attack.  

5.1.1
Target Environment

This section of the framework focuses on backbone networks (BN).  The most common examples of a commercial BN are the terrestrial-based voice systems and the Internet.  In the DoD, the most common data BN is the Defense Information Systems Network (DISN).  The framework looks to encompass a wider range of systems than data wide area networks (WAN) (including wireless systems, satellite systems, video teleconferencing systems, and voice systems).  BNs hereafter refer to this entire range of communication systems.  

Typically, BNs are known by a single name, such as the Internet or the DISN.  However, these networks are constructed of a range of technologies and transport systems.  Although the separations between BNs and other parts of the communication systems are neither simple nor clean, useful characteristics can be described in terms of a generalized model of a BN.  We can decompose our model of the BN into nine focus areas:

· Network-to-network communication.

· Device-to-device communication.

· Device management and maintenance.

· User data interface.

· Remote operator-to-Network Management Center (NMC) communication.

· NMC-to-device communication.

· NMC enclave.

· Vendor deliveries and maintenance.

· Vendor design and manufacture.

The availability of a BN is closely connected to the communications between networks, network devices such as routers and switches, and the network management’s centers and the devices they manage.  Additionally, the NMCs and network devices must be protected.  We performed an Information Systems Security (INFOSEC) Information System Security Engineering (ISSE) analysis of the model components for five network cases.  The remainder of this section presents the backbone availability model and security issues related to the analysis.

The following provides an expanded description of the nine backbone availability model components identified in the model depicted in Figure 5.1-1. 

1)
Network-to-Network Communication.  There are two classes of network traffic or data of concern here.  One data class is the user traffic or user data that traverses this interface.  The other data class, control traffic, is the communications required between the backbone transport devices and the external network devices.  It is necessary to distinguish between two classes.  Typically, the device-to-device communication is a well-defined protocol providing network-specific data necessary to transport the user data.  The user data will be entering and exiting the backbone transport network.  This is one of the BN boundary interfaces that allows the ISSE to define the inside and the outside of the BN.

2)
Device-to-Device Communication.  This area considers the internal communications between devices that are components of the BN itself.  Generally, BNs require continual information exchange of this management and control traffic among devices to provide optimum performance and to support on-line maintenance and troubleshooting.  

3)
Device Management and Maintenance.  This area focuses on configuration and parameter adjustments required to maintain the individual devices on the BN, the network management traffic.  Typically, each device has a unique set of operational requirements and specifications that must be controlled by the NMC or maintenance personnel for that device to remain an active node on the network.

4)
User Data Interface.  The user data interface is the means by which user data enters and exits the BN.  This may occur at any connection supporting user connectivity including user networks represented by the Local Subscriber Environment (LSE) and other networks connected to user networks represented by the external network.  These interfaces should be resistant to cyber attacks from the user connections.
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Figure 5.1-1.  Backbone Availability Model

5)
Remote Operator-to-NMC Communication.  The primary concern with this area is the operator’s physical security, e.g., where the equipment, usually a laptop computer, is being used, and what protection is afforded to the equipment.  In addition to those security concerns, there is the connection into the NMC and the type of security needed to protect it.  When this area is needed to support operational requirements, it increases the complexity of analyzing the NMC, so perimeter security considerations regarding access to the NMC should be analyzed. 

6)
NMC-to-Device Communication.  Addressing this area allows analysis of the perimeters of the backbone transport and the NMC, recognizing the NMC requires connectivity to the devices making up the backbone transport for all of the management operations.  The connectivity may occur through in-band or out-of-band signaling using either primary or secondary channels.  This provides opportunity to access the BN devices, and the NMC equipment and data, plus it exposes network management data.

7)
NMC Enclave.  The concern in this area stems from the concept that network management is critically important to the availability of the BN and should be operated separately from, what has been called in this section, user data.  The management equipment and data require security protection from attack so they may successfully perform their mission, which is to manage the BN.  Considering this as a local network environment will permit the ISSEs to take full advantage of virtually every other section of this framework document.

8)
Vendor Deliveries and Maintenance.  This area is more complex than Figure 5.1-1 depicts.  The NMC may receive equipment or software to be prepared for installation in the backbone transport.  It is possible that the vendor will be called on to provide product service and maintenance directly to the backbone transport devices.  The NMC may receive the information from the vendor either indirectly, e.g., by the postal system, or directly on line through a network connection.  The ability to ensure the validity of the information and equipment received plays an important role in the availability of the BN.

9)
Vendor Design and Manufacture.  This area covers the entire manufacturing process from development to production to delivery of the end item, whether it is a device or software.  Security must be applied over all of this so that what “comes out of the box” can be trusted to operate properly.  Security must also be designed into the product so that many of the security requirements raised in the other eight areas can be achieved.

Now that the BN focus areas have been described, it is useful to return and discuss its generalized use and operations.  One of the general characteristics of the BN is that it has an inside and an outside.  The user community generally connects from outside of the backbone transport portion of the BN.  All internal connections are either between internal parts of the backbone transport or with the backbone NMC.  By extension, the NMC is considered to be inside the BN.  In today’s environment of searching for cost reduction while improving user services, a BN will likely interoperate with one or more external networks in addition to the user community it supports.  The external networks are typically deemed untrustworthy with respect to the BN being analyzed.

Another characteristic of a BN is that it is viewed by users as a means to an end for their missions.  The user’s requirement is normally to communicate with another entity, not the BN itself.  In other words, the user information travels across the backbone but does not stop there.  In Figure 5.1-1, the users are represented by the LSE clouds.  The security concerns of the LSE are addressed elsewhere in this framework, e.g., Chapter 6, Defend the Enclave Boundary/External Connections.

In this model, the backbone transport devices are managed and operated remotely by the NMC using commercial off-the-shelf (COTS) or government off-the-shelf (GOTS) network management systems.  The NMC devices are separate and distinct from the backbone transport devices.  It should be noted that the NMC component of the BN architecture is fundamentally the same as an LSE.  Though the purpose and function may be different, the NMC architecture takes advantage of the appropriate security guidance provided throughout the rest of this document.

Generally, the NMC must be operational 24 by 7 (24 hours a day, 7 days a week).  Because of that need, NMCs may support remote operator connectivity, represented in Figure 5.1-1 by the remote operator.  It is common practice to provide remote access to system experts so they do not have to be physically present at the NMC at all times.  A remote operator is similar to a generic remote user and some of the security considerations are the same.  Please refer to Section 6.2, Remote Access.  However, a remote operator has a significant difference.  A remote user connects into the backbone network either from a special service provision(e.g., roaming user dial-up service(or from some external network or LSE connection.  The remote user is considered to be outside the BN.  In contrast, a remote operator(who connects into the backbone NMC via a similar manner(is considered to be inside the BN.

In the full life cycle of a BN, new capabilities and features are constantly being incorporated into the devices that compose it.  Occasionally new devices or components are installed to replace or upgrade the existing devices or to expand the network and its capabilities.  The security concerns associated with this evolution are represented in Figure 5.1-1 by the vendor environment and interface.  A common practice in the network industry is to develop the devices and the product software/firmware and then ship these new components to the field in the same manner used by any computer-based product.  One method that is often used is to post the product software on an Internet Web site for customer downloading.  This distribution approach is open to compromise.  To maximize the availability of the BN, it is necessary to have trust (in a security sense) in the entire life-cycle process of the BN and its components.

5.1.2
Consolidated Requirements

The fundamental requirement for availability of BNs is that they are required to be present and functioning properly when the missions require them.  The President’s Commission on Critical Infrastructure Protection acknowledges the importance of solving this problem with the following: “The critical infrastructures [including Information and Communications Industries] are central to our national defense and our economic power, and we must lay the foundations for their future security …” [1] Specific requirements are identified below.

Functional Requirements

· BNs must provide an agreed level of responsiveness, continuity of service and resistance to accidental or intentional corruption of the communications service.  (The agreement is between the owners of the network and the users of the network.)

· BNs are not required to provide security services of user data (such as confidentiality and integrity)(that is the user’s responsibility.  

· BNs must protect against the delay, misdelivery, or nondelivery of otherwise adequately protected information.

· BNs, as a part of the end-to-end information transfer system, must provide the service transparently to the user.

· As part of the transparency requirement, the BN must operate seamlessly with other backbones and local networks.

5.1.2.1
Security Requirements

Access Control

· Access controls must be used to differentiate access to the network devices between users’ access for transport of data and administrator access for network management and control.  For example, access controls must enforce user’s access to status information versus configuration information.

· Access controls must limit access to the NMC.

Authentication

· Network devices must authenticate the source of all communications from other network devices, such as routing messages.
· Network devices must authenticate all connection requests from network management personnel.
· Network management systems must authenticate network management personnel prior to being granted access.
· The NMC must authenticate the source of all communications entering the NMC from external networks.

· The NMC must authenticate the source of vendor-supplied material.

· The NMC must authenticate the source of vendor-supplied software.  For example, new releases of operating systems must be authenticated prior to being implemented across the network.

· The NMC must authenticate all dial-in users prior to granting them access to the NMC.
Availability

· Hardware and software resources (such as user agents and servers) must be available to users.

· The service provider must provide a high grade of system availability for users.

Confidentiality

· The confidentiality of key material must be protected.

· The network management system shall provide confidentiality of routing information, signaling information, and network management traffic to provide traffic flow security.

Integrity

· The integrity of communications between network devices must be protected.

· The integrity of the hardware and software in network devices must be protected.

· The integrity of communications between network devices and the NMC must be protected.

· The integrity of vendor-supplied hardware and software must be protected.

· The integrity of dial-in communications to the NMC must be protected.

Nonrepudiation

· Network personnel must not be able to repudiate changes to the configuration of network devices.

· Vendors must not be able to repudiate vendor supplied or developed hardware or software.
5.1.2.2
Networking Environments

Please refer to Section 5.3, System High Interconnections and Virtual Private Networks (VPN) of the framework, where these requirements have been addressed in detail.

5.1.2.3
Interoperability Requirements

BNs must be able to securely interoperate with other BNs and local subscriber environments.  This requirement includes the secure exchange of network management information and routing data.

5.1.3
Potential Attacks and
Potential Countermeasures

As with the Requirements for Network Environments section above, please refer to the corresponding System High Interconnections and VPNs, Potential Attacks, Section 5.3, for substantial, related material.  The reader should note that this section has a somewhat different focus from that of Section 5.3.  This section is focused on attacks against network management operations and against BN infrastructure devices.  In addition, this section focuses specifically on user data and information in terms of availability and delivery service capability in the presence of the attacks discussed below.

Threats to network availability can be grouped into three general threat categories as discussed below.  

· Loss of Available Bandwidth.  The threat category occurs because every network has a limited amount of network bandwidth.  Attacks can reduce the amount of available bandwidth, limit network resources for legitimate users, and decrease the network’s availability.  These attacks generally do not impact the operational control of the network.  The network is operating as designed and the NMC retains control over the network infrastructure.  This category applies to model components 1, 2, 4, and 6 in Figure 5.1-1.

· Disruption of Network Management Communications.  This threat category impacts the normal operation of the network.  Intrinsically, every network must move information from one user to another over network communication channels.  Attacks in this category threaten the normal flow of information through the network by disrupting the communication channels.  Examples include shutting down circuits or providing erroneous routing information.  These attacks focus on the network management traffic used to control the flow of information across the network.  The network is not operating as expected due to the misdirection of the flow of information, but the NMC still has some control over the infrastructure.  This category applies to model components 1, 2, and 6 in Figure 5.1-1.

· Loss of Network Infrastructure Control.  This threat category is the most severe.  These attacks represent a loss of control over the network infrastructure.  Once the network managers have lost control over the network infrastructure, or over the NMC, they are no longer able to provide the intended network services and, in fact, the network assets are conceivably at risk of being used to support the attacker’s goals.  This category applies to Critical Security Requirement Areas (CSRA) 3, 7, and 9 in Figure 5.1-1, in terms of loss of control of the BN.  The attacks may also occur via any of the other model components in Figure 5.1-1.

Each threat category represents a potential loss of network availability.  However, the severity of the attack is related to the loss of control of the network, since control represents the ability of the network managers to respond to an attack.  These categories are then considered within the context of the major threat categories discussed in Chapter 4, Technical Principles, of the framework. 

The remainder of this section discusses the relationship of these three general threat categories and the classes of attacks described in Section 4.2, Adversaries, Threats, (Motivations/ Capabilities), and Attacks.  Where appropriate, countermeasures for specific attacks are highlighted below.  The countermeasures are consolidated in the section that follows.

5.1.3.1
Passive Attacks

Passive attacks monitor and collect information as they traverse the network.  Previously, BN providers did not consider the passive intercept of network management data as a threat to the network except as a means of gathering information for a more serious active attack.  An example was intercepting fixed identifications (ID) and passwords to support a subsequent attack on the control of the network infrastructure.  Now, BN providers are viewing passive attacks with growing concern.  Providers are considering the overall network topology as sensitive information, with its protection from passive attacks needed to mitigate potential disruption of network management communications.  

It remains to be seen which way the commands, status, and the rest of the network infrastructure management traffic will be viewed in the future, but it seems BN providers are working hard to improve security.  This is demonstrated prominently in the latest release of the Simple Network Management Protocol version 3 (SNMP v3), which has significant security section additions over earlier versions of SNMP.  This class applies to model components 1, 2, 4, 5, and 6 in Figure 5.1‑1.

5.1.3.2
Active Attacks

Active attacks represent the classic attack by an outsider 
 on the network.  In the case of the backbone availability model, the outsider is represented by a “user of the network” or by an adversary connected through an external network connection (as opposed to the insider who is the manager or administrator of the network).  All three general threat categories identified above in Section 5.1.3, Potential Attacks and Potential Countermeasures, can be realized; the following discusses the general threat categories relative to this class.  These attacks apply to model components 1, 2, 4, 5, and 6 in Figure 5.1-1. 

Loss of Available Bandwidth Attacks.  Network bandwidth represents the network’s ability to transfer information.  Loss of available bandwidth attacks (the first general attack category discussed above) consumes network bandwidth, preventing legitimate network users from exchanging information.  Three common available bandwidth attacks are the following.

1)
Jamming attacks are usually the easiest to detect and possibly the hardest to counter for a network backbone.  For example, in a jamming attack an adversary transmits noise in the electromagnetic spectrum of the network preventing the flow of information.  Two examples are between a satellite and a ground station or between cells of a wireless network. 

A variety of countermeasures—e.g., frequency hopping and redundancy via an alternative media such as terrestrial-based hard-wired systems—for these attacks have been developed for military applications.  These countermeasures are usually not implemented in commercial backbone BNs because of cost and other constraints.  These attacks apply to model components 1, 2, 4, and possibly 6 in Figure 5.1-1.

2)
Flooding attacks consume network bandwidth by “burying” the network with processing communications in excess of network capability.  Everyone is familiar with the problems with the phone system over holidays or during disasters where everybody tries to use the limited resource at the same time.  Active cyber flooding attacks produce the same result using spurious communications traffic.  This attack is difficult to counter since the network managers can rarely distinguish legitimate traffic from spurious traffic.  The two most common countermeasures are to support a preemption capability, which allows specified users the right to specific bandwidth regardless of other demands on the system, or to limit the bandwidth available through any access point onto the network. This attack is typically applied at model components 1, 2, and 4 in Figure 5.1-1.

3)
Theft of service attacks may be the subtlest of the available bandwidth attacks.  These attacks consume bandwidth, but they appear as normal operations.  Attackers pose as legitimate users, establish a connection, and use the network to transfer their information.  Most of the time, network managers do not realize bandwidth is being stolen until valid users receive their bill and claim that they did not make specific calls. 

A typical countermeasure is to require the users to authenticate themselves to the network before being granted access to network services.  Another countermeasure relies on audit techniques.  For example, the system could maintain a profile of users’ normal activities and trigger an alarm when the network detects abnormal activity.  This attack applies to model components 1 and 4 in Figure 5.1-1.  It is also possible at model components 2 and 6.

Disruption of Network Management Communications Attacks.  These are active attacks that disrupt network communications, intending to interfere with the flow of information across the network by attacking the control commands to the infrastructure devices.  By way of contrast, bandwidth availability attacks do not impact the normal operation of the network.  They consume bandwidth, limiting the availability of the network but not modifying the command and operation of the infrastructure devices.  Network managers are still able to control the network, but the network is receiving misinformation causing a disruption in service.  For example, Internet Protocol (IP) routing networks pass network topology data between the routers.  This data allows the routers to move a user’s information across the network.  If this data is modified, the routers no longer deliver the user’s information as expected, reducing the availability of the network.  

Attacks in this category are specific to the BN and how it establishes and maintains the communication pathways to transfer a user’s data.  For example, voice networks rely on Signaling System 7 (SS7) to manage voice circuits.  An attack on this network is to insert a message signaling “one of the users hanging up the phone” resulting in the circuit being dropped.  Asynchronous transfer mode (ATM) networks establish virtual circuits to transfer a user’s data.  An example of a disruption attack on an ATM network would be to transmit an operations, administration, and maintenance (OA&M) cell telling a switch to shut down the virtual circuit.  Analysis of this area of attack considers model components 1, 2, 4, 5, and 6 in Figure 5.1-1.
Two countermeasures are available to protect against disruption attacks.  First, all network management traffic should originate within the network.  This countermeasure requires the network edge devices to check all traffic entering the network to ensure that no network management traffic enters the network from the outside.  This approach is referred to as establishing a security perimeter, an enclave boundary, on the system.  Second, the integrity and the authenticity of network management traffic should be verified.  For instance, a digital signature could be incorporated into the network management traffic.  This mechanism could also be used to protect against a replay of valid network management traffic with the incorporation of time stamps or sequence numbers into the signed network management traffic.  
Loss of Network Infrastructure Control Attacks.  The most severe attacks are those against the network operators’ control of the network infrastructure.  Three ways of attacking control of the network infrastructure are the following.

1)
Network control attacks directed at the communications between the network operators and the network devices.  These attacks seek to isolate the network operators from the network devices.  For example, network operators may access their network through a single connection point into the network.  If this point is compromised the network operators cannot access the network.

The best countermeasure is to provide redundant access to the network, allowing the free flow of information from the network managers and their devices.  This countermeasure has implications later in this discussion for another control attack.  
2)
Network control attacks directed at network devices.  These attacks focus on getting access to, and thereby control of, the device.  For example, most network managers remotely manage their devices and use Telnet or other communications protocols to log into the device.  Once the network operator has access, the device can be re-configured, including changing the password used to log into the device.  An adversary may choose several ways to gain this control.  One example is for an adversary to actively attack the access control using password-sniffing programs.  Two possible countermeasures for this attack are to strongly authenticate network management requests prior to granting them access to the device or to set up a protected channel, such as an encrypted VPN, between the network operator management station and the device.  

3)
Network control attacks directed at the NMC.  If the NMC is rendered inoperable, the network operators are unable to access, let alone manage the network.  Every communications path into the NMC serves as a potential attack path.  Viruses are an example of these attacks.  Viruses could destroy the contents of the memory of the network management devices.  Several types of countermeasures are available to protect the NMCs against these attacks.  Network guards or firewalls can be used to monitor the communications entering the NMC.  These devices can prevent unauthorized communications and check incoming traffic for viruses and other threats to the NMC.  A second type of countermeasures is procedural.  Policies and procedures should be implemented to support the restoration of the NMC or establishment of redundant NMCs.

5.1.3.3
Insider Attacks

The insider threat considers an insider to be any user or network management operator of the system who knowingly or unknowingly causes the reduction of the availability of the BN.  Insider attacks are initiated by personnel responsible for managing the network.  The majority of these personnel are located in the NMC.  In the analysis of BNs there are two “insiders.”  There are the operators of the network represented in the model by the backbone NMC.  The model recognizes a special case of management personnel: the personnel that operate remotely from the NMC and require additional scrutiny.  There are also the developers and producers of the network components, represented in the model by the vendor design and manufacture.  Specific insider attacks relevant to BN availability include the following.

· Backbone NMC insider has direct access to the NMC management assets.  These users have legitimate reasons for accessing and configuring network assets.  These users have the ability to launch subtle attacks on the network, by supplying misinformation to the network assets, or blatant attacks by transferring control of the network assets to an outsider. 

· The most effective countermeasures rely on strong procedural mechanisms and strong accountability.  Procedural mechanisms can be implemented to separate critical network functions, such as the configuration, maintenance, and provisioning of network assets from noncritical functions, e.g., general e-mail and Web-surfing.  Audit mechanisms can be implemented to review the execution of network operations.  

· Remote operators are a special case of the backbone NMC insider.  These operators are generally on-call experts who help troubleshoot network problems.  These operators pose as big a threat as the normal backbone insider does, but their identity cannot be confirmed by procedural mechanisms, and their commands can be compromised during transmission. 

· A common countermeasure is to employ a secure modem to protect the remote operator’s dial-up connection.  Regardless of the type of remote connection, the identity of the remote operator should be authenticated and the integrity of the transmitted data protected.  Analysis of this area of attack considers CSRA 5 in Figure 5.1-1.

· Vendors and producers that develop software control many if not all of these devices.  Commercial software is not typically developed with the strict configuration control that is associated with the development of trusted software.  Therefore, there is a potential that malicious code can be embedded in the software.  This code can support a range of attacks on the network infrastructure including the destruction of the system configuration information, the generation of spurious command information, and the loss of control of the network devices.  This threat recognizes the malicious intent of the code inserted into the operating system; another aspect that must be considered is development software that could be exploited.  Software developers are infamous for inserting “backdoors” and other features that allow to easy access to the system they are working on.  If these undocumented features are not removed before the software is released, they could be exploited by an outsider to gain control of the system.

· The most effective countermeasures to this threat are procedural mechanisms.  These mechanisms include the implementation of a strong software engineering process, which identifies the requirements for every software module and reviews the implementation, and strong configuration management.  Analysis of this area of attack considers model component 9 in Figure 5.1-1.

5.1.3.4
Distribution Attacks

Distribution attacks alter the hardware and software provided by the vendors (commercial or government) as the mechanism to attack the network.  These attacks are not limited to the vendor’s personnel, but include the delivery cycle as the hardware and software moves from the vendor to the NMC.  The distribution threat needs to consider the movement of new software releases from the vendor to the installation in the network backbone.  A common distribution mechanism is to provide a Web server that users access to download the new releases.  Currently, users cannot distinguish legitimate material from modified material.

An effective countermeasure is to apply digital signatures to the material allowing the network managers to verify the integrity and authenticity of the information.  Analysis of this area of attack considers model component 8 in Figure 5.1-1.  
5.1.4
Technology Assessment 

BNs are not limited to a single technology.  Typically, a BN is constructed using a variety of technologies.  For instance, the DISN uses IP routers to connect subscribers to the BN.  Connectivity between routers is provided by commercial leased lines, satellite links, or ATM switches.  This section assesses each of the common technologies used to construct a BN and addresses the available security features.  

The technology assessment cannot be limited to the routers and switches used to pass data across the network; it also needs to look at the technologies used to manage the networks.  In some instances, a single technology or technique can be used for a number of different types of devices, such as SNMP or Telnet.  Alternatively, a single or proprietary protocol may be used to manage the network devices.  This section looks at the security features in network management protocols for Data Networks-IP Router Networks.  Later releases of the framework will look at the security features of Multimedia networks and ATM networks.

5.1.4.1
Data Networks IP Router Networks 

IP networks are prevalent in today’s commercial and government environments.  IP network devices used in the wide-area infrastructure must have security features which promote a more robust and secure environment.  IP is a connectionless packet oriented protocol that requires security considerations that are different than other technologies used for WANs.  IP is a shared media so information that is addressed to a particular destination is readable by multiple network elements.  Connections between peers may traverse multiple nodes or hops in the network.  For security, this means that a network element does not know its immediate neighbors.  Security services, i.e., authentication, access control; must be performed on a per packet basis, because a packet received on a port of an IP router may have originated almost anywhere in the network.  Additionally, because IP packets are variable in length, security relevant information may be included with each IP packet.

IP Transactions 

There is network control and management traffic within wide-area IP networks that is required for the BN to function properly.  Through the manipulation of these communications, an attacker may modify the operation of the network to accomplish his goals.  Because IP is a very dynamic environment, packets may be misdirected, directed through specific routers, or service may be selectively or globally denied.  The following sections describe the IP network communications that require security enhancements and which security services can provide protection.

Domain Name Server 

IP networks are dependent upon translating high-level domain names to IP addresses.  This service is dependent upon the information stored on local and regional Domain Name Servers (DNS) to be accurate.  Without accurate translation between domain names and IP addresses, IP packets cannot be properly routed through the network.  Connections will either not be established, or established to end systems other than the intended end systems.  The DNS query contains address information that must be translated as well as the responses to previous translation requests.  

The integrity of this transaction is essential to establishing communications with the intended end system.  The information on the DNS server, as well as the DNS query must not be modified by an unauthorized operator.  One of the basic design philosophies of DNS is that DNS information is public and should be provided to all inquirers.  Therefore there should be no attempt to implement an access control policy for DNS.  Authentication and integrity are critical for an inquirer to know that they have contacted an authorized DNS server, and that the information retrieved from the DNS server is accurate.  

Internet Control Message Protocol 

To report errors and unexpected error conditions, or to support network functionality, Internet Control Message Protocol (ICMP) is included with all IP implementations.  ICMP poses several unique problems.  ICMP messages may be viewed by any node within the network, and it is local policy for each node to act or not act on an ICMP message that it has seen.  Additionally, ICMP is an IP layer protocol and does not ride on top of Transmission Control Protocol (TCP) or User Datagram Protocol (UDP).  ICMP messages terminate directly at the operating system kernel and are not passed up the protocol stack.  

ICMP messages should not be encrypted because all nodes in the network must be able to view them.  ICMP messages must only be acted upon when they are received from an authenticated source.  Additionally, ICMP messages must also pass an integrity check, to verify that they have arrived as intended.  However, there are no security solutions implemented or under development to solve the problem of unauthorized ICMP messages.  The recommended approach for local enclaves is to filter on ICMP messages and to only allow those ICMP messages that are critical to operations.  This approach does not eliminate the risk of ICMP unauthorized ICMP messages, but it does reduce the risk.  In WANs this approach is not viable.  The WAN may need to transport ICMP messages between enclaves.  To meet customer requirements for supporting network services, filtering on ICMP messages is not an option.  

Routing Messages 

An essential part of any IP network, is a dynamic routing mechanism to efficiently transfer packets through out the network.  The accuracy of these routing messages as well as the routing tables stored on routers is essential.  This accuracy ensures that the routes that the connections take through the network are not denied and make effective use of network resources.  Protecting a router’s routing table is critical to preserving the availability of the network.

Integrity mechanisms are required for the routing updates sent between routers.  This will ensure that routing updates are not modified as they travel through the network.  Internal to the routers, an integrity mechanism is also required.  Routing tables must be protected against unauthorized modification to ensure that they contain an accurate representation of the network.  Additionally, an authentication mechanism is required to ensure that routing updates are not being injected into the network from an unauthorized source.

Boot Protocol/Dynamic Host Control Protocol

The Boot Protocol (BOOTP) protocol is used when a network device powers up and needs to determine its IP address and possibly its hardware address.  If a BOOTP message is intercepted en route to the BOOTP server, an attacker may respond with their own reply.  This may cause the network device to download the incorrect memory image, which could have improper configuration information.  The Dynamic Host Control Protocol (DHCP) extends this capability to allow dynamic IP addressing.  Addresses of other necessary network elements, i.e., location of DNS server, location of timeserver; may be contained in a reply to a DHCP request.

The security services required to protect BOOTP and DHCP messages are authentication and integrity.  Integrity ensures that BOOTP and DHCP replies are not modified while traversing the network.  It is also important for the BOOTP/DHCP server to authenticate itself to the network device to ensure that an attacker is not masquerading as the BOOTP/DHCP server.  Configuration information received in a BOOTP/DHCP response must be received from an authorized server.

Network Management 

Perhaps the most critical area for WAN availability is network management.  IP devices must be configured properly and must be resistant to malicious or unintentional tampering in order to provide network services.  There are several physically different methods of managing an IP device.  These are:

· Inband.  Network manager connects to the network device using the same communication channels used for user traffic.  The protocols used for this may be SNMP, Telnet, or HyperText Transfer Protocol (HTTP) for Web based management.

· Ethernet Port.  Network managers connect to the network device using an Ethernet network physically separated from the network used for user traffic.  This requires an additional network infrastructure to support management traffic.  The protocol used for this may be Telnet, or HTTP for Web based management. 

· Local Port.  Network managers connect to the network device via a local port, i.e., RS‑232 port, on the device using a laptop or similar computer.  This method usually requires the network manager to be in close proximity to the network device.  The protocol used for this may be Telnet, or HTTP for Web-based management.

· Modem Port.  Network managers connect to the network device remotely using a modem interface on the device.  Communications are usually over the Public Switched Telephone Network (PSTN) and operators may dial in from remote locations. The protocol used for this may be Telnet, or HTTP for Web-based management.

There are several security services that apply to secure network management.  The first line of defense for network management is authentication.  Administrators must first authenticate themselves to the network device to prove they are who they claim to be.  Closely coupled to authentication is access control.  Once an administrator’s identity has been proven, their privileges must be determined.  There should be several administrative roles on each device, each role with its own set of privileges.  This allows each administrator to perform their job duties, but does not grant global privileges to each administrator.  An audit log that links administrators to events and the time those events were performed is important.  Such an audit log provides a mechanism for determining if a security violation has occurred, who is responsible, and suggests precautions for preventing similar events in the future.  Finally integrity is important to ensure that communications between network managers and network devices are not altered while traversing the network.  It is critical that configuration files on the devices are not modified by unauthorized personnel.  

Traffic flow security for network management traffic may be of concern to some organizations.  Network management traffic contains addresses of network components, or other information that may be sensitive.  Providing confidentiality for network management traffic will provide protection for information while in transit through the network.  

5.1.5
Framework Guidance 

Our analysis of BN availability has resulted in some general guidance.  This guidance is applicable to all of the network technologies that should be implemented to protect the availability of these networks:

· Protection of Network Management Communications.  While the content of network management traffic is not considered critical, the integrity and authenticity is critical.  Digital signatures or some form of secure hashes should be incorporated into all critical network management traffic.  These communications also include the vendor-supplied software used to manage the network assets.  If traffic flow security or disclosure of information within the network management traffic is a concern, confidentiality should be provided.

· Separation of Network Management Data.  Backbone availability is not dependent on the protection of user data, but it is dependent on the protection of network management traffic.  Countermeasures should be employed to isolate network management traffic from user data.  One mechanism is to use an out-of band or dedicated communication channel, such as SS7.  The value of separating management traffic from user traffic is to allow the infrastructure to provide the appropriate protection to the user data while impacting network performance only minimally.  Network management data should be separated from the user data, and should be protected cryptographically.  There are several means available for providing this protection, including encryption, digital signing, and cryptographic checksums.

· Protection of the NMC.  The NMC is the critical element for maintaining control of the network.  As long as the NMC can access the network, the network managers can respond to attacks.  The NMC should be protected using the appropriate procedural and physical controls, and network security devices.  A security device commonly employed today is a firewall.  The NMC should consider constraining its operations to the management of the network.  Permitting duties or capabilities beyond that which is necessary to manage the network provides a potential point of attack against the NMC. 

· Configuration Management.  System owners and operators should adopt formal configuration management practices.  Strong configuration management allows network managers to restore network operations quickly and effectively after an attack.  Configuration management supports the proper implementation of new releases of network software and the implementation of security upgrades.  Strong configuration management also protects new releases of network software as the vendors develop them.  Finally, it supports rigorous security design and analysis of the system.

The following section provides guidance for the protection of IP data networks.  As technology assessments are completed for the other data networks, matching guidance will be incorporated into the framework.

5.1.5.1
IP Data Network Guidance 

Routing Security 

There are commercial implementations of cryptographic checksums applied across routing update messages.  

Address Space 

Some government sponsored WANs may have the requirement to protect the addresses of the network elements.  To accomplish this static routes must be configured between the WAN and each adjoining network.  Network Address Translation (NAT) must be configured at the wide area border node to hide the addressing scheme of the WAN.  Conversely, the local network may have the requirement to hide their address from the WAN.  In this case NAT must also be configured at the local border node.

In the case of a public carrier network as the WAN, the addressing scheme may not be able to be protected.

Filtering 

Filtering, as it is traditionally thought of, is generally not applicable to WANs.  Services cannot be filtered because it is likely that every service will be required by at least one user network.  However, filtering is applicable to the area of network management.  Each network device should contain a list of identifiers that describe the administrators with configuration/viewing privileges on that device.  This has historically been done on IP address.  IP addresses are easily spoofable.  Another mechanism in addition to IP addresses is required to determine which administrators are capable of modifying/configuring each device.  

IP Security 

IP Security (IPSec), as defined in RFC 1825, is a set of protocols supporting the secure exchange of packets at the IP layer.  To achieve this, IPSEC employs two cryptographic security mechanisms: the Authentication Header (AH) and the Encapsulating Security Payload (ESP).  These IP-layer security mechanisms may be used together or separately.  IPSec is currently being incorporated into vendor products.  IPSec functionality should be available in commercial IP network elements.  

While IPSec is a suitable set of protocols for providing confidentiality for user traffic, it was not designed to provide security for intra-network communications.  IPSec may be used to implement some VPN scenarios required for segregation of user traffic over the WAN.  IPSec is not viewed as being able to provide security to achieve WAN availability.  

Network Management 

Inband.  Inband network management is performed using SNMPv1.  There are no security features inherent to SNMPv1.  All Management Information Base (MIB) information must be considered accessible to an SNMP agent.  Devices typically employ IP address filtering to limit the management stations that may configure/manage the devices.  While it is recommended that this feature be used in WANs, it is not sufficient to prevent unauthorized access to network resources.  IP address spoofing is common and easily implementable.  The recommended approach to inband network management is SNMPv3.  SNMPv3 provides confidentiality, integrity, and authentication, and timeliness functionality to inband management.

Ethernet Port.  Constructing a separate Ethernet network to provide network management is a secure method of network management.  It is a physically separate network, which provides a larger degree of control of the network management network.  However, for WANs, this approach is not practical.  The network elements are geographically disperse and it not feasible to construct another WAN for management.  If Ethernet port management is not being used, it is recommended that the network device be configured to disallow network management connections through the Ethernet port.

Local Port.  It is critical that IP network elements can be securely accessed through a local port.  This is often the network’s configuration method if the BN element cannot be reached through the network.  Physical security of the devices is important to protect the local port.  If an attacker does not have physical access to the device they cannot be successful.  Authentication and access controls are also critical.  There should be several different administrative roles on the network elements.  When administrators authenticate themselves to a device, they must assume a role with well-defined privileges.
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�	The backbone security service is limited to availability for two reasons.  First, backbones may be acquired through commercial service provisioning thus restricting the acquisition office from dictating special security services.  Second, the communication models used in today’s systems dictate the other security services, such as confidentiality and data integrity, to be handled by the end system and not the backbone network.


�	Note that the Availability of Backbone Networks section of the framework views insiders and outsiders from the view of backbone networks.  Thus, insiders are those authorized to control and manage the network; outsiders include both authorized users of the network (who do not have privileges to effect the control of the network) and potential adversaries that do not have authorized access. 
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