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Abstract

Prior beliefs of readers impact the way in
which they project meaning onto news head-
lines. These beliefs can influence their percep-
tion of news reliability, as well as their reaction
to news, and their likelihood of spreading the
misinformation through social networks. How-
ever, most prior work focuses on fact-checking
veracity of news or stylometry rather than mea-
suring impact of misinformation.

We propose Misinfo Belief Frames, a formal-
ism for understanding how readers perceive
the reliability of news and the impact of mis-
information. We also introduce the Misinfo
Belief Frames (MBF) corpus, a dataset of 66k
inferences over 23.5k headlines. Misinforma-
tion frames use commonsense reasoning to un-
cover implications of real and fake news head-
lines focused on global crises: the Covid-19
pandemic and climate change.

Our results using large-scale language mod-
eling to predict misinformation frames show
that machine-generated inferences can influ-
ence readers’ trust in news headlines (read-
ers’ trust in news headlines was affected in
29.3% of cases). This demonstrates the poten-
tial effectiveness of using generated frames to
counter misinformation.

1 Introduction

Understanding the impact of misinformation re-
quires more than fact-checking its veracity. Prior
beliefs of readers can bias them towards trusting
misinformation (Britt et al., 2019). Also, readers
are more likely to believe misinformation that is
repeatedly circulated (Hasher et al., 1977). Misin-
formation that stokes fear during global crises (e.g.
pandemics and climate disasters) can have major
detrimental impacts on the emotional well-being of
readers and increase uncertainty.

We propose Misinfo Belief Frames, a formal-
ism for understanding perceived reliability of news.
We also introduce the Misinfo Belief Frames
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Figure 1: Understanding how a health or climate news
article is interpreted as reliable or misinformation by
readers requires pragmatic reasoning about not only lin-
guistic features (e.g. emotions invoked by certain con-
tent words), but also domain-specific and social com-
monsense reasoning (e.g. “What would someone do if
they thought 5G networks were unsafe?”, “How would
someone feel if they thought 5G spread viruses?”).
We propose Misinfo Belief Frames, pragmatic frames
aimed at explaining implications from news headlines
as well as its potential impact on readers.

(MBF) corpus consisting of 66k inferences over
23.5k headlines. Our formalism captures how read-
ers view the implications of news events through
the lens of pragmatic frames. Inspired by frame
semantics (Fillmore, 1976), we provide a means
of situating news content within a broader context.
Misinfo Belief Frames go beyond linguistic mean-
ing and focus on the way in which readers’ prior
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beliefs project meaning onto news headlines. Our
pragmatic frames use understanding of the role per-
sonal belief systems play in interpretation (Hall,
1973) and social commonsense (Apperly, 2010;
Sap et al., 2019). As shown by Figure 1, belief
frames consist of four dimensions related to im-
plications of news events - writer intent, reader
perception, reader action and likelihood of spread.
Given the headline “Magnetic fields and 5G net-
works activate and spread the coronavirus,” we
infer that a reader might “feel scared” and “want
to avoid phones.” We can also learn more about the
perceived reliability of the news or overall appeal
of the article given the likelihood the reader would
share it within their network.

Prior work has shown the effectiveness of lexical
techniques and large-scale language modeling for
misinformation detection (Mihalcea and Strappar-
ava, 2009; Rashkin et al., 2017; Karimi et al., 2018;
Zellers et al., 2019). However, stylometry alone
cannot reliably measure trustworthiness of news
(Schuster et al., 2020). Reliable sources can use
similar persuasive techniques and linguistic cues to
misinformation. Prior binary labeling schemes also
hide the impact and subliminal messaging captured
by misinformation.

We use the pragmatic frames represented by
MBF corpus inferences to analyze differences be-
tween misinformation and real news in the climate
and Covid health domains. Notably, human eval-
uation shows that machine-generated MBF infer-
ences affect readers’ trust in headlines for 29.3% of
cases. We also compare against prior formalisms
for identifying rhetorical techniques in descriptions
of news events using zero-shot prediction to show
that emerging misinformation requires new under-
standings of how bad actors convey malicious inten-
tions (rhetoric detection models achieve a F1 score
of 34.59% at misinformation detection compared to
a F1 score of 83.97% for task-specific models) . Fi-
nally, we contribute MBF benchmark results from
large-scale models and show domain-specific pre-
training improves misinformation detection over
MBF headlines by 5%.

Our new formalism provides a framework for un-
derstanding the potential impact of news headlines
by collecting crowdsourced annotations of reader
perceptions, actions, and information spread. We
introduce Misinfo Belief Frames and release the
MBF corpus to aid in better design of methods to
defend against misinformation, including genera-

tion of effective counter narratives to false beliefs
spread by bad actors.

2 Misinfo Belief Frames

We introduce our belief frames for understand-
ing misinformation. We first discuss related back-
ground work and then define our formalism.

2.1 Defining Reliability of News

Table 1 shows real and misinformation news ex-
amples from our dataset with headlines obtained
from sources described in Section 3. A number of
definitions have been proposed for labeling news
articles based on reliability. To scope our task, we
focus on false news that may be unintentionally
spread (misinformation). This differs from disin-
formation, which assumes a malicious intent or
desire to manipulate. In our framework, we fo-
cus on intent in terms of implications rather than
questioning whether or not the writer’s intentions
were malicious given that it is unclear the extent
to which original writers might have known article
content was misleading. We summarize common
definitions for news reliability in Appendix A.2
(See Table 11).

2.2 Rhetorical Aspects

Prior work on rhetorical framing (Nisbet and
Scheufele, 2009; Card et al., 2015; Field et al.,
2018) has noted the significant role media frames
play in shaping public perception of social and po-
litical issues, as well as the potential for misleading
representations of events in news media. However,
past formalisms for rhetorical framing that rely on
common writing or propaganda techniques (e.g. ap-
peal to fear or loaded language, (Da San Martino
et al., 2019)) may not represent emerging trends in
misinformation, particularly as real news becomes
more sensationalized (see section 6.5 for zero-shot
analysis of propaganda techniques on news events
in the MBF corpus). They also do not focus on the
effectiveness of these techniques when used in prac-
tice. To that end, we propose a formalism focusing
on readers’ perception of the writers’ intention,
rather than specific well-known techniques.

2.3 Belief Frame Dimensions

We design pragmatic frames, described in free-text
inferences, invoked by news event. Our formalism
builds upon the encoder-decoder theory of media
(Hall, 1973), which proposes that before an event



Real / Misinfo
News Headline Writer’s Intent Reader Reaction Spread Topic Perceived Gold

Covid-19 may strike more
cats than believed.

Cats can get (and
maybe transmit) covid protect their cats 3.5 Covid Real Real

World health organization’s
report says not a single

vegetarian has contracted
COVID-19 so far.

Eating vegetables is a
way to prevent getting

covid

eat more
vegetables 4 Covid Misinfo Misinfo

An “official” mask to
combat the novel

coronavirus was released.

Some masks are better
than others

learn where to
purchase mask 2 Covid Real Misinfo

Climate zealots have taken
Canada hostage and the PM

is missing in action.

People disagree with
the choices made by the

prime minister
feel angry 2 Climate Misinfo Misinfo

How to discuss “climate
change” with a ‘woke’

teenager.

There are good ways to
spark discussion read the article 3 Climate Real Misinfo

Economists win Nobel for
work on climate and growth.

A prize was won due to
work on climate change

praise these people
for working on

solutions
4.5 Climate Real Real

Table 1: Example instances in MBF corpus showing belief frame annotations with writer intent and reader reaction
(either a perception or action), as well as likelihood of the news event being shared. We also provide gold labels
and the perceived labels obtained from annotators.

is communicated, a narrative discourse encoding
the objectives of the writer is generated. We fo-
cus on the readers’ interpretation of writer’s intent
and the impact on the readers. We use free-text
inferences, following prior work on understand-
ing of commonsense relations and social behavior
(Speer and Havasi, 2012; Rashkin et al., 2018; Sap
et al., 2020; Forbes et al., 2020). Each belief frame
contains the following elements:

Event We describe each headline prompt pre-
sented to annotators as a news event, which sum-
marizes the main message of an article. Section 3
explains this further. An example of a news event
in our dataset is “Covid-19 may strike more cats
than believed” (Table 1, row 1).

Writer Intent We ask annotators to reason about
the intentions of the writer when describing a par-
ticular event. For example, given the headline “An

“official” mask to combat the novel coronavirus was
released” (Table 1, row 3), a reader might infer that
the writer implied that “some masks are better than
others.” To provide a structure for annotators, we
used a subset of the data (approx. 200 examples
per news topic) to determine a list of 7 common
important themes (e.g. technology or government
entities) appearing in Covid and climate news. We
provide a list of all the themes in Table 2, some

themes are shared between news topics.1

We then asked annotators if each theme was
relevant to the event. If a theme was relevant, we
asked annotators to provide 1-3 inferences related
to the chosen theme.

Reader Perception We ask annotators to de-
scribe how readers would mentally respond to a
news event. For this, we ask annotators how read-
ers would feel in reaction to a news event. These
inferences include emotional reactions (e.g. “feel-
ing angry”) and observations (e.g. “feeling that the
described event X would trouble most people”). For
this dimension, we elicit 1-2 inferences and allow
annotators to select from up to 7 themes.

Reader Action We ask annotators to describe
how readers would physically respond to a news
event. For this, we ask annotators what readers
would want to do after seeing the news headline.
These inferences describe physical actions a reader
would want to take after reading about the news
event (e.g. “wanting to protect their cats”). For
this dimension, we elicit 1-2 inferences.

Likelihood of Spread To take into account vari-
ability in impact of misinformation due to low or

1Note that themes are not disjoint and a news article may
capture aspects of multiple themes.



Theme Climate Covid

Climate Statistics X
Natural Disasters X
Entertainment X
Ideology X
Disease Transmission X
Disease Statistics X
Health Treatments X
Protective Gear X
Government Entities X X
Society X X
Technology X X

Table 2: Themes present in articles by each news topic.
Some themes (e.g., society, technology) are covered by
both climate and Covid domains, while others are do-
main specific.

Statistic Train Dev. Test

Events 19,187 2,372 1,968
Unique Intents 37,225 4,751 4,083
Unique Perceptions 3,118 640 507
Unique Actions 14,239 2,051 1,534
Total Event/Inference Tuples 98,098 12,128 10,847

(a) Dataset-level breakdown of statistics for MBF corpus.
Statistic Full Data

Avg. Intents per Headline (Climate) 2.09
Avg. Intents per Headline (Covid) 2.12
Avg. Perceptions per Headline (Climate) 1.67
Avg. Perceptions per Headline (Covid) 1.64
Avg. Actions per Headline (Climate) 1.35
Avg. Actions per Headline (Covid) 1.43

(b) Topic-level breakdown of statistics for MBF corpus.

Table 3: Dataset statistics.

high appeal to readers, we measure the likelihood
of an article being shared. For this question, we ask
annotators to rate each news event based on how
likely it is that they would share the article given
the event. We use a 1-5 Likert scale (Likert, 1932)
with the following categories: {Very Likely, Likely,
Neutral, Unlikely, Very Unlikely}.

Perceived Label Finally, we ask annotators
whether or not they believe the news event is from
a misinformation or real news article.

3 News Data Collection

We examined reliable and unreliable news events
extracted from two domains with widespread mis-
information: Covid-19 (Hossain et al., 2020) and
climate change (Lett, 2017). We collect news from
both misinformation sources and trustworthy out-
lets.

Figure 2: Breakdown of MBF corpus inferences by
topic.

3.1 Covid-19 Dataset
For trustworthy news regarding Covid-19, we use
the CoAID dataset (Cui and Lee, 2020) which con-
tains 3,565 news headlines from reliable sources.
These headlines contain Covid-19 specific key-
words and are scraped from nine trustworthy outlets
(e.g. the CDC, WHO, and NIH).

For unreliable news (misinformation), we use
The CoronaVirusFacts/DatosCoronaVirus Alliance
Database, a dataset of over 10,000 mostly false
claims related to Covid-19.2 These claims originate
from social media posts, manipulated media, and
news articles, that have been manually reviewed
and summarized by fact-checkers.

3.2 Climate Change Dataset
We retrieved both trustworthy and misinformation
headlines related to climate change from NELA-
GT-2018-2020 (Gruppi et al., 2020; Norregaard
et al., 2019), a dataset of news articles from 519
sources. Each source in this dataset is labeled with
a 3-way trustworthy score (reliable / sometimes re-
liable / unreliable). We discard articles from “some-
times reliable” sources since the most appropriate
label under a binary labeling scheme is unclear. To
identify articles related to climate change, we used
keyword filtering.3

4 MBF Corpus Annotation

We obtained 66,311 inferences from Covid and cli-
mate news (See section 3) by eliciting annotations
for news events in 23,527 news articles (11,500
Covid related articles and 12,027 climate articles).

2https://www.poynter.org
3We kept any article headline that contained at least one of

environment, climate, greenhouse gas, or carbon tax.

https://www.poynter.org


Figure 3: Layout of annotation task for collecting
health-related commonsense inference data. See Fig-
ure 5 in the appendix for a larger version.

In this section we outline the structured annotation
interface used to collect the dataset. Statistics for
the full dataset are provided in Table 3. We pro-
vide a topic-level overview of inferences in Figure
2. The distribution of inferences is relatively even
across topic categories.

4.1 Annotation Task Interface

Misinformation Belief Frames are annotated using
the Amazon Mechanical Turk (MTurk) crowdsourc-
ing platform.4 The layout of our annotation task
is given in Figure 3. For ease of readability, we
present a news event summarizing the article to
annotators, rather than the full text of the article.5

We structure the annotation framework around the
themes described in section 2.3.

4.2 Quality Control

We use a three-stage annotation process for ensur-
ing quality control. In the initial pilot, we select a
pool of pre-qualified workers by restricting to work-
ers located in the US who have had at least 99% of
their hits approved and have had at least 5000 hits
approved. We paid workers at a rate of $0.4 per hit
during these pilots. We approved workers who con-

4https://www.mturk.com/
5These news events are either article headlines or claims.

sistently submitted high-quality annotations for the
second stage of our data annotation, in which we
assessed the ability of workers to discern between
misinformation and real news. For the second stage
pilot and final task, we pay workers at a rate of $.6
per hit. We removed workers whose accuracy at
predicting the label of news headlines fell below
70%. Our final pool consists of 79 workers6 who
submitted at least three annotations during the pi-
lot tasks (on average workers in the second stage
of quality control had submitted 170 annotations).
We include all annotations from these workers in
the pilots and final task as part of the dataset, dis-
carding annotations from disqualified workers. We
also removed headlines that received no annota-
tions due to deformities in the original text (e.g.
unexpected truncation) or vagueness. We achieve
pairwise agreement of 78% on the label predicted
by annotators during stage 3.

5 Modeling Belief Frames

We test the ability of large-scale language models
to generate inferences for unseen news headlines
using conditional generation (Sutskever et al., 2014;
Rush et al., 2015). We use topic- and dimension-
based special tokens to control generation of belief
frames for T5 encoder-decoder (Raffel et al., 2020)
and GPT-2 decoder-only models (Radford et al.,
2019). Both models are based on a transformer
architecture (Vaswani et al., 2017), consisting of
transformer blocks with self-attention and feed-
forward layers as well as layer normalization.

5.1 Training
Given a headline h of length T tokens, topic token
st ∈ {[health],[climate]} and dim token sd ∈
{[writer intent],[effect on reader],[reader action]},
we pass the following input vector x to our lan-
guage model:

x = h1 ... hT || sd || st.

where || represents concatenation.
For decoder-only models we also append the

gold inference y = g1 ... gN , where N is the length
of the inference, and take the loss over the full se-
quence. All our models are optimized using cross-
entropy loss, where for a sequence t:

CE(t) = − 1

|t|

|t|∑
i=1

logPθ(ti|t1, ..., ti−1).

6See Appendix A.1 for annotator statistics.

https://www.mturk.com/


Here Pθ is the probability given a particular lan-
guage model θ.

5.2 Inference

We predict each token of the output inference start-
ing from the topic token st until the [eos] token is
generated. In the case of data with unknown topic
labels, this allows us to jointly predict the topic
label and inference. We decode using beam search.

6 Experiments

We first describe setup for experiments, as well as
evaluation metrics for generation and classification
experiments using our corpus (section 6.2). We
then describe analysis over gold Misinfo Belief
Frames (section 6.3). In sections 6.4 and 6.5, we
show the performance of large-scale language mod-
els on the task of generating Misinfo Belief Frames
and provide results for classification of news head-
lines.

6.1 Setup

We determine the test split according to date.7 We
use stratified sampling to determine the training
and validation splits to ensure an even distribu-
tion of climate and Covid news. We use the Hug-
gingFace Transformers library for all experiments
(Wolf et al., 2020). Generation models are trained
for a maximum of 8 epochs using early stopping
based on dev. loss. We optimize using AdamW
(Loshchilov and Hutter, 2019) and linear warmup.
Hyperparameters are provided in Appendix A.3.

6.2 Evaluation Metrics

6.2.1 Automatic
We compare belief inference systems using com-
mon automatic metrics, including the BLEU (-
1/2/3/4) ngram overlap metric (Papineni et al.,
2002) and BERTScore (Zhang et al., 2020), a
model-based metric for measuring semantic simi-
larity between generated inferences and references.
We additionally measuring diversity of generated
inferences using Self-BLEU-2 (Zhu et al., 2018),
and novelty of inferences.

6.2.2 Gold
We also evaluate aspects of gold inferences to con-
sider potential differences between beliefs held for
misinformation headlines compared to real news.

7We use news articles from 2021 and the last two months
of 2020 for the test set.

Divergence For articles with more than one
unique inference annotated along a particular be-
lief frame dimension, we measure the divergence in
beliefs or reactions invoked by the headline by mea-
suring the average cosine distance between pairs of
embedded gold inferences.

Sentiment We measure the sentiment of beliefs
or reactions invoked by headlines by measuring
the valence (degree of positivity), arousal (de-
gree of emotionality), and dominance (degree of
agency/control) of lexical content. For this evalu-
ation we use the NRC-VAD lexicon (Mohammad,
2018).

6.2.3 Human Evaluation
For human evaluation, we assess generated infer-
ences using the same pool of qualified workers who
annotated the original data.

Overall Quality We ask the annotators to assess
the overall quality of generated inferences on a 1-5
Likert scale (i.e. whether they are coherent and
relevant to the headline without directly copying).

Influence on Trust We measure whether gener-
ated inferences impact readers’ perception of news
reliability. We ask annotators whether a given gen-
erated inference makes them perceive the news
headline as more (+) or less (-) trustworthy.

Sociopolitical Acceptability We ask annotators
to rate their perception of the beliefs invoked by an
inference in terms of whether they represent a ma-
jority (mainstream) or minority (fringe) viewpoint.

6.3 Analysis of Gold Inferences

We conduct a series of analyses using gold infer-
ences in the MBF corpus to better understand how
readers perceive and act upon misinformation com-
pared to real news.

6.3.1 Effect of Reader Perception on Article
Sharing

Annotators tended to be cautious in reported shar-
ing behavior (Figure 4). The average score for
likelihood of sharing the article based on the news
event was close to neutral (3). We found that an-
notators did have a higher likelihood of sharing
real articles over misinformation articles (Table 5),
and importantly generally claimed that they would
not share articles that they thought were misinfor-
mation. For 2.3% of articles reported as misin-
formation annotators did provide a likelihood of



News Event (Spread) Pred/Gold

COMMENTARY: We Can’t Ignore the Harms of Social Distancing (4.0) Misinfo/Real
NATO’s Arctic War Exercise Unites Climate Change and WWIII (4.0) Misinfo/Real
Eat Bugs! EU Pressing member States to Promote Climate Friendly Insect Protein Diets (4.0) Misinfo/Misinfo
Coronavirus was created in Wuhan lab and released intentionally. (5.0) Misinfo/Misinfo

Table 4: News events that were labeled as misinformation by annotators and also given a high aggregated likelihood
of being shared (spread). We show the predicted and gold labels.

Label Type Misinfo ↓ Real ↑ Effect size

Pred 2.529 3.214 0.763
Gold 2.203 3.225 1.107

Table 5: Likelihood of news events spreading, i.e.
the annotators’ rating for how likely it is they would
share the article based on the shown news event. For
“Pred”, we ignore headlines where annotators were un-
sure about the label. For this and the following tables,
arrows indicate the desired direction of the score. We
use Cohen’s d to compute effect size.
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Figure 4: Distribution of spread (likelihood of shar-
ing) scores in the training set. Aggregated scores are
rounded.

sharing ≥ 4. We show examples of these articles
in Table 4. While the reasoning for this is unclear,
the annotators’ belief frame predictions for reader
perceptions and actions may provide insight. For
example, annotators were skeptical of the misin-
formation news event “Coronavirus was created
in Wuhan lab and released intentionally.,” but said
they would share it anyway and provided “readers
would feel curious” and “readers would want to
know if the wild claim has any truth to it” as re-
lated inferences. Concerningly, this indicates even
very obvious misinformation may still be shared by
generally knowledgeable readers when it contains
content they deem particularly interesting or they
want to corroborate the article content with others.

Overall, however, we found that annotators’ per-
ception of an article as being more reliable played
a positive role in their decision to share it.

6.3.2 Divergence of Opinions
In Figure 6 (see the Appendix) we visualize the t-
SNE representations of writer intention inferences
associated with 100 news events. We use the BERT-
large model to embed inferences. The mappings
show that while writer intentions associated with
the same news event tend to be clustered together,
there are a number of outliers where the same news
event leads to writer intentions with differing con-
textual representations. When we randomly sample
2000 misinformation events and 2000 real news
events, we find a statistically significant difference
between average cosine distance (divergence) of
embeddings for writer intentions. Misinformation
news events lead to more divergent writer intention
annotations (div = 0.596) than real news events
(div = 0.542).

6.3.3 Sentiment of Events
We find that there are distinctions between senti-
ment conveyed by misinformation compared to real
news events (Table 8). In particular, misinforma-
tion news events scored lower on valence, arousal
and dominance. This implies that misinformation
tends to have a slightly more negative effect on
readers (low valence), and use language convey-
ing low agency or lack of control (low dominance).
While the effect of news reliability is smaller on
arousal (emotionality), we still find that real news
has higher arousal. Headlines that annotators be-
lieved were misinformation also had slightly higher
negative sentiment.

6.4 Generating Belief Frames
The automatic evaluation results of our generation
task are provided in Table 7. Results are mixed,
with GPT-2 performing better on ngram metrics
while T5 generations had higher scores on our con-
textual BERTScore metric, diversity and novelty.
For human evaluation, we restricted to headlines
where the four model baseline variants generated
different inferences, then randomly sampled 58
model-generated “writer’s intent” inferences from
the dev. set. We elicited 3 unique judgements per



Influence on Trust (%) Socially Acceptable? (%)
Model Quality (1-5) +Trust Neutral -Trust Yes No

T5-base 2.91 11.11 72.52 16.37 83.66 16.34
T5-large 2.84 10.34 75.86 13.79 82.58 17.42
GPT-2 (small) 2.88 4.02 75.87 20.11 87.59 12.41
GPT-2 (large) 2.98 12.07 70.69 17.24 82.89 17.11

Table 6: Results of human evaluation (generation task).

Model BLEU-1 ↑ BLEU-2 ↑ BLEU-3 ↑ BLEU-4 ↑ BERTScore ↑ Diversity ↓ Novelty ↑

T5-base 96.962 75.252 49.103 35.674 58.200 97.083 88.646
dev. T5-large 97.002 72.288 48.353 35.137 56.771 97.157 88.874

GPT-2 (small) 98.823 76.057 53.010 40.167 55.329 98.438 86.724
GPT-2 (large) 98.567 75.940 52.904 40.500 55.775 98.281 83.705

test GPT-2 (large) 98.025 81.284 60.048 45.085 57.113 98.671 82.892

Table 7: Automatic baseline results (generation task).

Dimension Category Pred ↑ Gold ↑

Valence Misinfo 0.205 0.210
Real 0.257 0.264

Arousal Misinfo 0.176 0.178
Real 0.214 0.221

Dominance Misinfo 0.201 0.208
Real 0.253 0.260

Table 8: VAD scores for news events (training set).
The “Pred” column uses labels assigned by annotators,
while the “Gold” column uses the ground-truth labels.
Statistically significant results for p < .001 are under-
lined. For “Pred”, we ignore headlines where annota-
tors were unsure about the label.

headline for a total of 696 judgements. Annota-
tors were not told whether or not inferences were
machine-generated, and we advised annotators to
mark inferences that were copies of the headlines
as low quality. Inferences were also templated in
the form “The writer is implying that [inference]”
for ease of readability.

While there were not significant differences be-
tween model variants, we found that the GPT-2
large model was rated as having slightly higher
quality generations than the other model variants
(Table 6). Most model generations were rated as
being “socially acceptable”, however in as many
as 17.42% of judgements, generations were found
to be not acceptable. This may be due in part to
outlandish claims in headlines. Interestingly, all
models were rated capable of persuading readers
to trust or distrust headlines - In particular, read-
ers rated GPT-2 large as influencing their opin-
ion in 29.31% of judgements. This is an indicator

machine-generated belief frame-based interpreta-
tions of headlines may serve as useful aids in coun-
tering misinformation.

6.5 Classification Results
To test the limits of using stylometry to identify
misinformation in our dataset, we predict the pres-
ence of rhetorical techniques commonly associated
with propaganda in news event descriptions. For
this, we use four pre-trained BERT propaganda
classification models (Da San Martino et al., 2019)
which we denote here as Prop-BERT. These models
can be used to predict if any of 18 known rhetorical
techniques are used to describe a news event.8 For
our zero-shot misinformation detection setting, we
classify a news event as real if it is not associated
with any rhetorical techniques and misinformation
otherwise. As shown by table 10, F1 results are
worse than a majority baseline when we classify
based only on predicted rhetorical features. This
is likely due to the fact both real and misinforma-
tion news uses these techniques (See Table 13 for
examples).

Neural misinformation detection models are able
to outperform humans at identifying misinforma-
tion (achieving a max F1 of 83.97 compared to
human performance F1 of 73.089), but this is still
a nontrivial task for large-scale models. When we
use Covid-BERT (Müller et al., 2020), a variant
of BERT pretrained on Covid-related tweets, we
see an improvement of 5.02% over BERT without
domain-specific pretraining (Table 9). This indi-
cates greater access to domain-specific data helps

8See the paper for the full list.
9We count disagreements as being labeled misinformation

here, discarding disagreements leads to F1 of 72.68.



Model F1

Majority Baseline 40.490
Prop-BERT (zero-shot) 34.585
BERT-large (supervised) 78.957
Covid-BERT-large (supervised) 83.974

Table 9: Automatic baseline results (test, classification
task).

Model F1

Majority Baseline 40.490

Prop-BERT (Base) 33.082
Prop-BERT (Granu) 33.931
Prop-BERT (Joint) 34.585
Prop-BERT (Mgn) 32.542

Table 10: Zero-shot baseline results (test).

in misinformation detection, even if the veracity of
claims stated in the data is unknown.

7 Related Work

Prior work on detection of deceptive writing and
misinformation has mostly focused on linguis-
tic features (Ott et al., 2011; Rubin et al., 2016;
Rashkin et al., 2017; Wang, 2017; Hou et al., 2019),
as well as social network user interactions (Volkova
et al., 2017). There has also been work on integra-
tion of knowledge graphs (Pan et al., 2018) and
framing detection as a NLI task (Yang et al., 2019).
Zellers et al. (2019) show the effectiveness of us-
ing large-scale neural language modeling to detect
machine-generated misinformation. In contrast, we
focus on the impact of readers’ prior beliefs on per-
ception of news reliability. This is related to stance
detection (Ghanem et al., 2018; Hardalov et al.,
2021), however our pragmatic frames go beyond
understanding the stance of a reader and explicitly
capture how reader beliefs affect their actions.

Recent work has also highlighted the importance
of understanding the impact from misinformation,
particularly in health domains (Dharawat et al.,
2020; Ghenai and Mejova, 2018), but still focus on
traditional methods rather than directly modeling
readers’ behavior in reaction to news events.

8 Conclusion

In this work, we introduced Misinfo Belief Frames,
a pragmatic formalism for understanding reader

perception of news reliability. We use these be-
lief frames to construct a corpus of inferences over
news headlines that explain potential interpretation
and reaction of readers. We show that machine-
generated belief frames can used to change percep-
tions of readers, and while large-scale language
models are able to discern between real news and
misinformation, there is still room for future work
on detection.

Ethical considerations. There is a risk of frame-
based machine-generated reader interpretations be-
ing misused to produce more persuasive misinfor-
mation. However, understanding the way in which
readers perceive and react to news is critical in de-
termining what kinds of misinformation pose the
greatest threat and how to counteract against its
effects.

Broader impact. The rapid dissemination of in-
formation online has led to an increasing problem
of falsified or misleading news spread on social me-
dia like Twitter, Reddit and Facebook (Vosoughi
et al., 2018; Geeng et al., 2020). This misinfor-
mation can reinforce sociopolitical divisions (Vid-
gen et al., 2020; Abilov et al., 2021), pose risks to
public health (Ghenai and Mejova, 2018), and un-
dermine efforts to educate the public about global
crises (Ding et al., 2011). New methods like Mis-
info Belief Frames aimed at understanding not only
whether readers recognize misinformation but also
how they react to it can help in mitigating spread.
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A

A.1 Annotator Statistics
We provided an optional demographic survey to
MTurk workers during annotation. Of the 69 an-
notators who reported ethnicity, 84% identified as
White, 9% as Asian/Pacific Islander, 6% as His-
panic/Latino and 1% as Black/African-American.
For self-identified gender, 51% were male and
49% were female. Annotators were generally well-
educated, with 70% reporting having a professional
degree, college-level degree or higher. Most annota-
tors were between the ages of 25 and 54 (87%). We
also asked annotators for news preferences. Twit-
ter, Reddit, CNN, Reuters and the New York Times
were reported as the 5 most common news sources.
The main task questions presented to annotators
are given in Figure 5.

A.2 Reliability of News Definitions
We provide definitions for reliability of news in
Table 11.

A.3 Model Hyperparameters
A.3.1 Classification
Supervised classification models are finetuned on
our corpus. The BERT model is trained with
a learning rate of 1.5e-5, while Covid-BERT is
trained with a learning rate of 8e-6. Propaganda de-
tection models are trained using the settings given
in (Da San Martino et al., 2019). Examples of pre-
dictions made by propaganda detection models are
given in Table 13, showing that while these mod-
els are accurate at predicting rhetorical techniques,
such techniques appear in both real and misinfor-
mation news headlines.

A.3.2 Generation
For GPT-2, models are finetuned with a learning
rate of 2e-5. We use a learning rate of 5e-5 for T5.
For GPT-2 small, we use a batch size of 4 and for
GPT-2 large we use a batch size of 16. All T5 mod-
els are trained with a batch size of 32. We use beam
search with a beam size of 3 for the generation task.
Examples generations are provided in Table 12.



Type Description Covered by MBF

Misinformation Misinformation is an umbrella term for news that is false or
misleading.

3

Disinformation Unlike misinformation, disinformation assumes a malicious
intent or desire to manipulate. In our framework, we focus on
intent in terms of implications rather than questioning whether
or not the writer’s intentions were malicious given that it is
unclear the extent to which original writers might have known
article content was misleading.

Potentially

Fake News As defined by (Allcott and Gentzkow, 2017), fake news refers
to “news articles that are intentionally and verifiably false, and
could mislead readers.” (Golbeck et al., 2018) notes that fake
news is a form of hoax, where the content is factually incorrect
and the purpose is to mislead. This also overlaps with the
definition of disinformation.

Potentially

Propaganda Propaganda is widely held to be news that is “an expression
of opinion or action by individuals or groups, deliberately de-
signed to influence opinions or actions of other individuals or
groups with reference to predetermined ends” (Miller, 1939).
Propaganda is therefore wholly defined in terms of the intent of
a writer or group of writers, and may contain factually correct
content.

3

Satire We refer to articles written with a humorous or ironic intent
as “satire.” We do not explicitly cover satire in MBF, but it is
possible that some misinformation articles began as satire and
were misconstrued as real news.

Potentially

Real (Trusted) We consider this to be news that is factually correct with an
intent to inform. We note that while real news is distinct from
most of the article types shown here, it can also function as
propaganda.

3

Table 11: Article types based on intention and perceived reliability.



Figure 5: Layout of annotation task for collecting Covid-related commonsense inference data.



News Headline GPT-2 (small) GPT-2 (large) T5-base T5-large

Clorox wipes shortage
will last until 2021.

The writer is implying
that covid-19 will last

until 2021.

The writer is implying
that clorox wipes are

out of stock.

The writer is implying
that clorox wipes

shortage will last until
2021.

The writer is implying
that clorox shortage
will last until 2021.

Climate’ activists seek
to ditch polar bear pics
as growing populations

defy ‘emergency’
narrative.

The writer is implying
that climate change

activists want to
abandon polar bear

pictures.

The writer is implying
that climate change is

not real.

The writer is implying
that climate activists

want to ditch polar bear
pics as growing
populations defy

emergency narrative.

The writer is implying
that polar bears don’t

care about climate
change.

Eggs and warm meals
help avoiding
COVID-19.

The writer is implying
that there is a cure for

covid.

The writer is implying
that people should eat

more eggs.

The writer is implying
that people should eat

more warm meals.

The writer is implying
that eggs and warm

meals help avoid
covid-19.

Climate litigation: a
government grab for

cash.

The writer is implying
that the government is

trying to manipulate the
courts.

unknown intent

The writer is implying
that climate litigation is
a government grab for

cash.

The writer is implying
that the government is
using climate litigation

as a way to make
money.

Table 12: Example belief frame writer intents generated from four models in human evaluation.

Most Consensus

Most Divergence

Coronavirus was created artificially.
Actually, people are dying from the effects of
5G technology, according to Leonard
Caldwell.

Google has installed a secret app in phones to
spy on users.

Smokers are better protected against
coronavirus.

Climate Change Activists Target BlackRock
Headquarters In London As Hundreds Occupy

Financial District.

Figure 6: We map BERT embeddings of writer intent inferences associated with 100 news events in the MBF
training set using t-SNE dimensionality reduction. Labels show the index of the associated news event. We
highlight the top 2 news events that caused the most divergence and consensus respectively in annotated intentions
across events.



News Headline Label

‘Happy corals’︸ ︷︷ ︸
loaded language

: climate crisis sanctuary teeming with︸ ︷︷ ︸
loaded language

life found off east Africa Real

Pandemic is a fraud︸ ︷︷ ︸
doubt

and RT-PCR tests aren’t trustworthy︸ ︷︷ ︸
doubt

Misinfo

International shipping is killing the climate︸ ︷︷ ︸
appeal to fear

Real

Triple threat of Covid, climate change and conflict︸ ︷︷ ︸
loaded language

has plunged︸ ︷︷ ︸
loaded language

millions into need Real

Indonesia’s top officials “dancing without obeying health protocols”︸ ︷︷ ︸
loaded language

during the pandemic Misinfo

Table 13: Examples of real and misinformation news headlines from our dataset. We also provide rhetorical
techniques predicted by a pretrained BERT propaganda detection model (Da San Martino et al., 2019) and manually
annotated spans that justify labels. As shown here, both real and misinformation news use emotive language and
other persuasive techniques to influence readers.


