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Covid-19 Detection from Chest X-ray and Patient Metadata using
Graph Convolutional Neural Networks
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Abstract: The novel corona virus (Covid-19) has introduced significant challenges due to its rapid spreading nature

through respiratory transmission. As a result, there is a huge demand for Artificial Intelligence (AI) based quick

disease diagnosis methods as an alternative to high demand tests such as Polymerase Chain Reaction (PCR).

Chest X-ray (CXR) Image analysis is such cost-effective radiography technique due to resource availability and

quick screening. But, a sufficient and systematic data collection that is required by complex deep leaning (DL)

models is more difficult and hence there are recent efforts that utilize transfer learning to address this issue. Still

these transfer learnt models suffer from lack of generalization and increased bias to the training dataset resulting

poor performance for unseen data. Limited correlation of the transferred features from the pre-trained model to a

specific medical imaging domain like X-ray and overfitting on fewer data can be reasons for this circumstance. In

this work, we propose a novel Graph Convolution Neural Network (GCN) that is capable of identifying bio-markers

of Covid-19 pneumonia from CXR images and meta information about patients. The proposed method exploits

important relational knowledge between data instances and their features using graph representation and applies

convolution to learn the graph data which is not possible with conventional convolution on Euclidean domain. The

results of extensive experiments of proposed model on binary (Covid vs normal) and three class (Covid, normal,

other pneumonia) classification problems outperform different benchmark transfer learnt models, hence overcoming

the aforementioned drawbacks.
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1 Introduction

Covid-19 is a virus from Corona virus family
and scientifically named as Severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2). Respiratory
transmission from person to person has caused rapid
spreading of the virus and has lead to a global
pandemic situation. Infection of Corona viruses causes
pneumonia and in more sever cases can cause multi-
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organ failures and even death. This is a major health
problem as Covid-19 has been first identified in humans
in 2019 while it had already started spreading at the
time of discovery. Reverse transcription polymerase
chain reaction (RT-PCR) is the test frequently used for
diagnosing the patients. But due to the exponential
increase of demand for tests, the availability of test
kits is insufficient. Additionally these tests are time
consuming and a manual process with high false
positives. This results in a situation where actual
patients cannot be quickly identified and isolated in
order to minimize the spread and infecting others.
Failure to do so leads to a collapse in health systems
of many countries due to exceeding the maximums
of their capacities. As a solution, there is a high
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demand for automated quick screening methods such
as the use of chest radiography imaging. Resource
availability, cost effectiveness, quick screening time
are major advantages of these automated radiography
screening methods. Thus, quick diagnosis of those
who are showing Covid-19 pneumonia patterns in CXR
can be isolated and treated quickly to mitigate the
risk of infecting a larger population. Moreover, these
automated image analysis tools can be used to detect
and monitor progression of lung damages of Covid-19
patients.

A collection of a larger datasets of these CXR
images is a requirement for better performance in
deep learning but hard to achieve given the lack of
available data and data is being collected on the fly.
Also, labeling these images manually is a laborious
task. As a result, transfer learning has been introduced
and currently being used in many medical image
processing tasks such as brain images, retina images
and X-ray images analysis. In transfer learning, deep
neural networks are trained on a large benchmark
datasets [1] and then fine tuned on a specific task
with fewer labels than the pre-training problem. A
study [2] suggests transfer learnt CNN architectures
to detect common pneumonia, Covid-19, and normal
incidents on a small X-Ray image dataset. Another
work in [3] developed an automated deep transfer
learning-based approach for detection of COVID-19
infection in chest X-rays by using the extreme version
of the Inception (Xception) model. Five pre-trained
convolutional neural network based models (ResNet50,
ResNet101, ResNet152, InceptionV3 and Inception-
ResNetV2) have been proposed in [4] for the detection
of coronavirus pneumonia infected patients using chest
X-ray radiographs and above models were evaluated on
three different binary classifications with four classes
(COVID-19, normal (healthy), viral pneumonia and
bacterial pneumonia) using 5-fold cross validation. Due
to the small COVID-19 dataset availability, another
study was carried out to classify chest computerized
tomography (CT) scans as covid infected or not using
DenseNet201 based deep transfer learnt automated tool
in [5]. The [6] is also utilized improved AlexNet based
model to classify CT scans as Covid-19 and healthy
samples. CT scans examine inner soft tissues of organs
as well but x-ray machines use low ionizing radiations
and hence X-rays machines are faster, cheaper and
less harmful solutions than the CT scan machines.
As a result, there are many efforts made on X-ray

image datasets to build transfer learnt automated tools
to identify covid related signatures appeared in CXR
images. On the other hand, this low radiation quality of
CXR makes analyzing these covid patterns is difficult
and a more error prone task. This further implies
the importance of strong automated model’s support in
diagnosing CXR as covid infected or not.

Another work in [7] proposed three pre-trained
CNNs, AlexNet, GoogleNet, and SqueezeNet which
were fine-tuned without data augmentation to carry out
2-class and 3-class classification has rapid training and
can contribute to the urgent need for harnessing the
pandemic. Meanwhile [8] and [9] suggest the use of
pre-trained VGG-16 models along with conventional
and data augmentation methods to classify CXR into
covid-19, healthy and other pneumonia types and
attention based VGG-16 for 3 and 4 class classifications
respectively. With suitable selection of training
parameters, these models have given good results
compared to other complex Deep learning models.
The [10] suggests a patch-based convolutional neural
network approach on segmented small number of CXR
instances as a solution for less availability of well-
curated training data samples. This study adopted pre-
trained ResNet-18 model for patch training. Only the
[11] has combined CXR images from five different
sources to create a bigger data set of about 14000 CXRs
instead of transfer learning, but reported performance
is not much higher due to various artifacts related to
different devices that produce images and inbuilt noises.
Moreover, [10] above with a small dataset showed
higher prediction capabilities compared to [11].

However, most of transfer learnt models fail to
learn a generalized representation of data or tend to
show a bias towards training dataset as these models
are trained on a small number of instances. Hence,
these models end up having poor performance on
unseen data. In this study, we propose a graph
convolution neural network to detect Covid-19 patients
using the characteristics appeared on CXR images. The
purpose of this approach is to combine the strength of
graph representation to capture the important relational
knowledge between different data instances and apply
convolution operations to learn the graph structure
and eventually classify data instances accurately to the
most appropriate class. We observe that deep learning
efficiently captures hidden patterns of data and makes
better predictions in many domains [12]. Deep learning
operations such as convolution which takes simple



Thosini Bamunu Mudiyanselage et al.: Graph Convolutional Neural Network based Covid Detection using CXR 3

correlations between pixels within Euclidean data has
contributed to the better performance in these data. But
graphs are extensively employed data structures which
capture interactions between different data instances
and have the potential for better learning [13–16]. As
a result, there are recent efforts to extend deep learning
operations to graph data which have irregularities
such as variable sized and unordered nodes. Hence,
new generalizations of important operations from deep
learning have been rapidly developed into graphs
and various graph Neural Networks and learning
algorithms have emerged recently [17]. GCN [18, 19]
is a method which performs graph convolutions by
aggregating the neighbour nodes’ information similar
to 2D convolution.

Thus, the contribution of novel GCN based Covid-19
detection model on CXR can be summarized as below:

• First, we use a Convolution Neural Network
(CNN) encoder to extract features for all the
samples in the CXR dataset.

• Next, compute the similarity matrix of data
instances using extracted features and build the
graph fusing similarity matrix and meta-data
information.

• A GCN is then adopted on the built graph to
learn the graph structure and high level features to
classify data samples into appropriate classes.

• Moreover, the propose method diagnoses Covid-
19 and differentiate Covid-19 pneumonia patterns
from other pneumonia types including bacterial,
tuberculosis, fungal and other viral types.

Hence, the proposed model overcomes above
mentioned limitations and the results of extensive
experiments demonstrate that GCN based Covid-19
detection on CXR outperforms ubiquitous transfer
learning approaches on CXR in disease diagnosis. Also,
most of the existing works are limited for binary
classification [4–6] while there is an appealing need
for models to discriminate Covid-19 from other lung
infections. In our study, the proposed GCN based model
is adopted on binary and three class classification where
the robustness of the model is further evaluated on five
classes as well.

The rest of this paper is organized as follows:
Section 2 describes details of CXR images and datasets,
generalized feature representation of transfer learnt
models and CNN encoder which is used to encode

images, section 3 expresses different steps of the
proposed method including building the graph using
encoded feature similarity plus meta-data fusion and
applying GCN algorithm. Results of the experiments
are presented in Section 4. Finally in Section 5, the
Summarization and Conclusion are included.

2 Data and CNN Encoder for Feature
Extraction

Here we study the feature representations learnt by
different transfer learnt models and other CNN models.
One purpose of this study is to learn the affect of
transfer learning for feature representations compared
to a CNN model with random initialization. It also helps
to identify a CNN encoder which gives generalized
feature representations for different CXR images in
order to build the graph based on feature similarities of
data instances. This study is preceded by a description
of CXR images and the datasets we adopted in this
work.

2.1 Data

The CXR images have been retrieved from publicly
available two repositories [20] and [21]. The data
at [20] contains CXR images of patients with Covid-
19, other viral infections like Middle East Respiratory
Syndrome (MERS), Sever Acute Respiratory Syndrome
(SARS). Further, it includes cases of bacterial infections
like Tuberculosis and fungal infected patients’ CXR
images. In addition to the CXR images, meta data
which consists of patients’ information such as offset
(the length of the stay from hospitalization to the
time of test in days),age, gender, survival, RT-PCR,
whether they were in ICU, currently in ICU, currently
intubating, intubated and whether supplemental O2 is
needed were also utilized in our GCN model. All
together, there are 10 features extracted from meta data.
As there are few normal CXR images in [20], we
obtained normal CXR images from Kaggle repository
[21].

Two datasets DS1 and DS2 were constructed using
extracted data from the above two data repositories
for training and testing proposed model and other
pre-trained models. DS1 includes about 150 CXR
of Covid-19 and 150 CXR of normal subjects which
was designed for binary classification problem. DS2
was designed for three class classification where we
differentiate Covid-19 infected subjects from normal
and other pneumonia type infections. This dataset
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(a) Covid-19 (b) Bacterial (c) Fungal (d) Viral (e) Normal

Fig. 1 Representative CXR images from datasets corresponding to different infections

consists of 150 Covid-19, 150 other pneumonia and
another 150 instances for normal CXR images. Within
the samples of other pneumonia CXR, there are cases
of bacterial infections, fungal infections and other viral
infections of subjects. Figure 1 presents representative
CXR images for Covid-19, bacterial, fungal, other viral
and normal patients respectively.

In these sample CXR images, there are certain areas
with hazy opacification or increased attenuating as these
areas are filled with some substances other than air.
This is an indication of displacement of air by fluid
and a collapse of periphery of lungs due to various
infections. Though these areas are visible as more
grey and cloudy compared to darker areas with lower
attenuation, differentiating the cause of infection is not
possible for human eye alone. Further, the specific
radiographic patterns can be variable depending on
different viral strains making it hard even for expert
to diagnose using CXR alone. This further implies
the demand for efficient and accurate automated CXR
based techniques for disease diagnosis.

2.2 Feature representation for CXR

As we stated earlier, there is a frequent use of
transfer learnt models for medical image processing
tasks including CXRs. It is worth studying the
affect of transfer learning on feature representation
learning. Therefore, we used three benchmark transfer
learnt models VGG16, InceptionV3 and ResNet-50
to compare the hidden representations learnt by these
models for the same dataset. As a baseline, we used
another CNN with three convolution layers (3-CNN)
which starts with random initialization and it is depicted
in Figure 2.

We calculate the similarity scores of feature
representations learnt by above transfer learnt models
and the 3-CNN model in multiple training. For that,
we extracted the hidden representations from the top
layers (before the output) of these models and computed
the cosine similarity in between same data instances.

Fig. 2 Three layer CNN architecture

Calculated similarities in different configurations of
networks trained from Image-Net weights and random
weights are plotted in Figure 3.

ResNet50 InceptionV3 VGG16 3-CNN
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Fig. 3 Similarity scores of feature representation between
models trained from pre-trained ImageNet weights (pink) and
random weight initialization (green)

We can observe the feature representations learnt
by three benchmark models VGG16, InceptionV3 and
ResNet-50 are less similar for the same dataset. For
3-CNN model, there is greater overlap between learnt
feature representations, hence leads to comparatively
high similarity values. More specifically, 3-CNN has
achieved a 10% similarity improvement which indicates
a stable feature learning. Therefore, we use this 3-CNN
model (Figure 2) as our encoder to convert the CXR into
feature vectors which then we use for graph building.
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3 Proposed GCN based Methodology

This section describes the proposed method with the
detailed information regarding construction of graph
and adopting GCN based learning for Covid-19 and
other pneumonia types detection. The process can be
divided into three steps: Encode CXR images into
feature vectors, Construct a graph fusing feature vectors
and meta data information of patients and Applying
graph convolutions to extract high level features of the
graph to ultimately classify nodes of the graph into
different classes. Overview of the method is depicted
in Figure 4.

3.1 Encoding CXR and building graphs

At first, we convert CXR images into feature vectors
as discussed in Section 2.2. Our 3-CNN model is
adopted as the encoder to have a generalized feature
representation for CXR images. The encoded feature
vectors are used to calculate the similarity matrix Sn×n

between all n images. Next, a graph G = (V,E)

is built using the calculated feature similarity matrix
S where V = v1, ..., vn which has n number of
nodes to represent n CXR images and E contains m
number of edges among nodes. We used a threshold
α for deciding the connectivity of two nodes. Only if
the corresponding similarity value between two given
nodes are greater than α, these two nodes will be
connected. The affect of this threshold on graph
connectivity and final classification performance is also
discussed in Section 4.3 under Experiments. The
structural information of this final graph can be denoted
as A and the neighbour nodes of a particular node
v is denoted as N(v). Next we assign the initial
featuresXn×d for the graphGwhereX is the metadata
information of patients. This includes: age, gender,
survival, RT-PCR, currently in ICU, was in ICU,
intubation present, intubated, etc. Here we performed
data imputation for missing value prediction as well.
Our purpose is to map nodes to a lower dimensional
feature matrix Zn×a starting from initial feature matrix
Xn×d where d is the starting dimension of each node n
and a is less than d. Finally, we use these learnt high
level features to classify each node n in the graph G.
For that we adopt GCN that we discuss in the next sub
section.

3.2 GCN based learning

GCN algorithm can mainly be divided into two steps:
Aggregate and Update. The first step which collects

the neighbour information is called the aggregation
and based on aggregated information of neighbours,
updating the current node is the second step which is
called update. As this is an iterative process, there
should be a feature initialization at the beginning and
can be defined as below for node v where 0 indicates
the initial step.

h0
v = xv (1)

Next step is the aggregation of neighbours’
information in order to update the current representation
of each node. Equation 2 represents aggregation of
embedding vectors of each neighbour node u of the
current node v.

rv = faggregate({hu|u ∈ N(v)}) (2)

After obtaining rv (neighbour node’s representation),
the next step is to update the current node v

representation as below.

hk
v = f(Wk(rv, h

k−1
v )) (3)

Let hk
v be the output of kth convolutional layer and a

neural network function is used to map previous layer
embedding hk−1

v to the reduced high level embedding
hk
v . Therefore, Wk is the learnable parameters of the
kth layer and f is the activation function such as ReLU.

We can replace faggregate with different aggregation
functions such as sum, mean and max-pooling where it
takes the summation of neighbour nodes’ embeddings,
average of neighbour nodes’ embeddings and maximum
embedding out of all neighbour nodes’ embeddings
respectively. As an example, if faggregate is replaced
by mean function, Equation 2 and Equation 3 can be
combined and represented as below:

hk
v = f

(
Wk

({∑
u∈N(v),A h

k−1
u

|N(v)|

}
, hk−1

v

))
(4)

A performance comparison between different
aggregation functions is also carried out and is
discussed in upcoming section.

In above equations, k means the number of
convolutions which indicates how many neighbours
to use to compute the node representations in the
algorithm. At k = 0, all the nodes’ embeddings are
equal to initial feature vectors and eventually learn node
embeddings which are multiple hops away from each
node. An example where k is set to 2, is given below.
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Fig. 4 Overview of the proposed Method: 1. Encoding CXR images into feature vectors, 2. Construct a graph fusing feature vectors
and meta data information of patients and 3. Applying graph convolutions to extract high level features of the graph to classify nodes
into different classes

If we consider node A as our targeting node, all
nodes are assigned to initial feature vectors at k = 0.
Therefore, h0

A is the initial feature vector for node A
which is equal to xA. Similarly xB, xC , xD, xE, xF

are assigned to nodes B,C,D,E and F respectively.
At k = 1 layer h0

A, h0
C , h0

E and h0
F are aggregated

and h1
B is updated based on the above aggregation.

We repeat the aggregate and update functions for
the node C. In order to get the node embeddings
for targeted node A at k = 2, we aggregate
immediate neighbours’ node embeddings h1

B and h1
C

and update h2
A. Thus, each node in above toy example

will eventually learn neighbours’ and neighbours of
neighbours’ embeddings. Hence, given k = 2, graph
learns the neighbourhood of two hops away and we can
experiment with multiple neighbourhoods for different
values of k.

Fig. 5 Graph Convolutional learning of two hop neighbourhood
for targeted node A

However, too many neighbourhoods can reduce the
strength of node representation due to the possibility of
adding unintended fuzziness and noise to the system.
On the other hand, too few neighbourhoods can
decrease the non-linearity of the problem making it
not suitable for graph learning. The last step of GCN
algorithm is to forward the learnt high level feature
vector of each node through a softmax layer which
finally predicts the probabilities for different classes in
the classification. Here, we use training data to build the
training graph where we preform the loss calculations
based on the output labels and use back propagation to
learn the model parameters which we use on test data.

4 Experiments and Results

We did various experiments on aforementioned
datasets DS1 and DS2 to evaluate the performance
of graph convolution algorithm on a binary class
classification and three class classification problems for
CXR images. To have a fair comparison, we create
two graphs called ”training graph” and ”testing graph”
using training testing partition that we performed for
the benchmark transfer learnt models. We repeat this
process five times and get the average results as the five
fold cross validation. At first, we compare the training
and testing performance of GCN based classification
on two class and three class problems using training
loss and testing accuracies respectively. Next, the
performance of GCN is compared with transfer learnt



Thosini Bamunu Mudiyanselage et al.: Graph Convolutional Neural Network based Covid Detection using CXR 7

model performance in terms of training loss and testing
accuracies on two class and three class classification
respectively. Here we present the average results of
five fold cross validation on individual classes and
also across all classes related to different models.
Another test is performed to analyze the results of
different aggregation functions of GCN against a range
of threshold α values and it is presented in the next
section. To evaluate the strength of the proposed GCN,
another classification with five classes: covid, bacterial,
fungal, other viral and normal was carried out and the
final outcome is compared to a transfer learnt ResNet-
50 based on confusion matrices. Finally the saliency
maps were drawn to demonstrate the effectiveness of
important feature detection of transfer learnt models
which starts from pre-trained ImageNet weights and
CNN which starts with random weights. Most of the
experiments were carried out on a Google Colaboratory
Server using Tesla K80 GPU and Deep Graph Library
v0.6.0 was used for the implementation of GCN based
algorithm [22]. Evaluation metrics of this study include
accuracy, precision, recall and f1 score which are
defined below.

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1score =
2TP

2TP + FP + FN
Where TP , TN , FP and FN are true positives,

true negatives, false positives and false negatives
respectively.

4.1 The training loss and testing accuracy of GCN

As mentioned in early sections, we created two
classification problems: two class classification to
identify covid CXR images from normal CXR and
three class classification to differentiate covid CXR
from normal and other type of Pneumonia CXR images.
First we adopted a GCN with one hidden layer (10 →
20 → 3) which has the initial feature vector dimension
as 10, hidden feature vector size as 20 and output
vector for three class classification. Next we compare
an another GCN architecture with two hidden layers
(10 → 50 → 20 → 3) for the same problem and
we could observe stable performance with two hidden
layer architecture considering the neighbourhood of
three hops. Therefore, we adopted two hidden layer
architecture for the proposed GCN model on two class
and three class classifications.

Figure 6 plots training loss and testing accuracies
across 150 iterations on the above proposed GCN
model. Here we can observe loss is gradually
decreasing in both 2 class and 3 class problems and they
are converging after 80th iteration. Though there are
fluctuations in 2 class at early iterations, 2 class hits
high accuracy than 3 class due to relative simplicity
of the classification task. Therefore, 2 class GCN hits
about 95% accuracy at 80th iteration and retrains this
value after that. But GCN based 3 class problem is
reaching about 83% accuracy and slowly increasing the
accuracy which implies it needs more iterations due to
the hardness of differentiating Covid-19 CXR features
from other pneumonia features.

4.2 Comparison of GCN with other models

In this section we compare proposed GCN method
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Fig. 6 Training loss and testing accuracies for GCN



8 2021

0 20 40 60 80 100 120 140
Epoch

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Tr
ai

ni
ng

 L
os

s

GCN - 2 class
ResNet50 - 2 class
InceptionV3 - 2 class
VGG16 - 2 class

(a) Training loss with epochs

0 20 40 60 80 100 120 140
Time(S)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Tr
ai

ni
ng

 L
os

s

GCN - 2 class
ResNet50 - 2 class
InceptionV3 - 2 class
VGG16 - 2 class

(b) Training loss with time (s)

0 20 40 60 80 100 120 140
Epoch

0.5

0.6

0.7

0.8

0.9

Te
st

in
g 

Ac
cu

ra
cy

GCN - 2 class
ResNet50 - 2 class
InceptionV3 - 2 class
VGG16 - 2 class

(c) Testing accuracy with epochs

Fig. 7 Comparison of GCN and other models on binary problem
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Fig. 8 Comparison of GCN and other models on three class problem

with other conventional methods which utilize transfer
learnt benchmark models: ResNet-50, InceptionV3
and VGG16 on two class and three class problems
separately. This performance comparison is depicted in
Figure 7.

Here we adopted early stopping with 20 patience
on benchmark models and allowed GCN model to run
for about 150 iterations. Though we plot the training
loss of GCN model and other benchmark models in
the same plot for the comparison in Figure 7(a) and
Figure 8(a) for binary and three class respectively, one
iteration of GCN is not equal to one epoch in CNN
models. Therefore we also show the learning curves
of all the models against time axis (in seconds) as well
in Figure 7(b) and Figure 8(b). In binary problem,
all the transfer learnt models start with lower loss
and achieve the lowest loss around 0.2 as their best
performance. Meanwhile, GCN model begins with
relatively higher loss but drastically reducing to its
best value and converging. Specially in three class
classification, GCN attains a lower loss than 0.25 while
other models record their lowest loss in the range 0.25
and 0.5. GCN takes about 80 and 140 iterations to
reach the 0.25 loss for binary (Figure 7(a)) and for
three class (Figure 8(a)) which consume only about

15s and 20s according to Figure 7(b) and Figure 8(b).
Approximately, one iteration of GCN takes less than
0.1s while one epoch of CNN model takes about 50s.
Moreover, we can observe that GCN model is gradually
decreasing loss in both problems and converging at later
iterations while others are having fluctuations in their
learning curves. We see the similar behavior in testing
accuracies of both problems in GCN compared to other
conventional methods in Figure 7(c) and 8(c). Exact
accuracy values for GCN and other models are given in
the Table 1 and Table 2 along with other metrics as well.

Table 1 Results of binary classification covid vs. Normal

Model ResNet-50 InceptionV3 VGG-16 GCN

Accuracy 0.9108 0.6336 0.9306 0.9445
Precision 0.9109 0.7897 0.9324 0.9189
Recall 0.9109 0.6300 0.9303 0.9764
F1-score 0.9108 0.5732 0.9305 0.9467

In Table 1, ResNet-50, VGG16 and GCN hit
more than 90% for all metrics while InceptionV3 has
comparatively very low performance. Overall GCN
gives the highest accuracy and highest F1-score around
94%. Highest recall 97% of GCN indicates fewer false
negatives which is important in Covid-19 detection.
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Otherwise, not identifying the positive cases correctly
can lead to sever consequences such as not being
able to quickly isolate and treat patients which is
highly required for controlling the spread. The highest
precision 93% is recorded from VGG16 while GCN
is showing still better precision 91%. However, the
highest F1-score is given by GCN which is more robust
measure as it encounters both precision and recall.

Table 2 Results of 3 class classification covid, Normal and
Pneumonia

Model ResNet-50 InceptionV3 VGG-16 GCN

Accuracy 0.8125 0.7777 0.7708 0.8596
Precision 0.8235 0.7900 0.7759 0.8601
Recall 0.8078 0.7818 0.7619 0.8578
F1-score 0.8118 0.7791 0.7604 0.8586

In three class classification, both InceptionV3 and
VGG16 have degraded performance significantly in
classifying CXR into: Covid-19, normal and other
pneumonia types. Only ResNet-50 and GCN achive
comparatively higher performance where the highest
86% accuracy is given by GCN. This indicates
the difficulty of differentiating Covid-19 infected
CXR images from other pneumonia infections for
deep learning based models where relatively better
performance is reported from the GCN based approach.

Next, we are exploring the accuracy, precision , recall
and f1-score performance on individual classes related
to binary and three class classification problems. Table
3 consists of above values for different models in binary
classification problem.

Table 3 Results of binary classification on individual classes

Model Resnet Inceptn VGG GCN

Covid

Acc. 0.8613 0.7029 0.9306 0.9445
Prec. 0.9111 0.6363 0.9074 0.9189
Rec. 0.8039 0.9607 0.9607 0.9764
F1 0.8541 0.7656 0.9333 0.9467

Normal

Acc. 0.8613 0.7029 0.9306 0.9445
Prec. 0.8214 0.9166 0.9574 0.9747
Rec. 0.9200 0.4400 0.9000 0.9120
F1 0.8679 0.5945 0.9278 0.9421

We observe the highest performance for both classes
covid and normal is given by GCN model where only
the recall for normal class of ResNet-50 is marginally
higher than GCN. But ResNet-50 has poor performance
for most of the other metrics around 80% - 86% in

both classes while GCN is showing relatively higher
and stable around 94% to 97% for most of the metrics.

Table 4 Results of three class classification on individual
classes

Model Resnet Inceptn VGG GCN

Covid

Acc. 0.8333 0.8541 0.8402 0.8803
Prec. 0.7288 0.8260 0.7692 0.8238
Rec. 0.8431 0.7450 0.7843 0.8478
F1 0.7818 0.7835 0.7766 0.8346

Normal

Acc. 0.9236 0.8819 0.8750 0.9496
Prec. 0.9534 0.9459 0.7666 0.9523
Rec. 0.8200 0.7000 0.9200 0.8991
F1 0.8817 0.8045 0.8363 0.9248

Pneumonia

Acc. 0.8750 0.8402 0.8333 0.8801
Prec. 0.8378 0.6923 0.8064 0.7926
Rec. 0.7209 0.8372 0.5813 0.8112
F1 0.7750 0.7578 0.6756 0.8007

Table 4 reports the individual class performance
for all transfer learnt model and GCN on three class
classification. Relatively low performance in covid and
pneumonia classes compared to normal class is visible
related to all the models in Table 4 which indicates the
difficulty of differentiating covid infected CXR from
the patterns seen on CXR images of other infections.
But still most of the highest and better performance is
given by GCN based approach where few deviations to
this can be noted with only small differences. Specially,
for all the classes covid, pneumonia and normal, the
highest accuracy and F1-score is from GCN. Another
important observation is VGG16 and ResNet-50 which
are relatively good performing models in binary
classification has significant performance degradation
when the difficulty of classification is raised from
binary to three class. However, GCN maintains the
highest performance in most metrics for both problems.

4.3 Different aggregation functions and
connectivity thresholds

There are two main steps in GCN algorithm called:
”Aggregation” and ”Update”. Meanwhile, α is an
important threshold which decides the connectivity of
two nodes based on the encoded feature similarity
values. The purpose of this experiment is to measure
the GCN based model performance with different
aggregation functions across a range of α values. The
results of above study on binary classification problem
is depicted in Figure 9.
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Fig. 9 Accuracy for different aggregation functions and
different α values for binary classification

It is clearly visible that mean aggregation function
has the highest accuracy closer to 90% or better for all
α values while summation and max pooling give poor
performance. There is little incremental improvement
for max pooling and summation aggregations while the
graph density is decreasing. Still the accuracies are very
low, around 60% to 70% for the graph with the lowest
density (α = 0.9). This experiment on three class
classification was also performed and is shown in the
Figure 10.

Fig. 10 Accuracy for different aggregation functions and
different α values for three class classification

In three class classification, summation aggregation
shows poor performance while max pooling is relatively
better than summation. However, the highest accuracy
for the range of thresholds α is again corresponding

to mean aggregation. Though we observe little
improvement while the density of the graph is reducing
in Figure 10, the highest accuracy can be achieved for
a graph with higher density (α = 0.6) in Figure 9
for the binary problem. This proves the generalization
capability of mean aggregation function independent
of the irregularities of graph data like variable and
unordered neighbours for any given node in the graph.
Further, the mean aggregation is demonstrating its
ability to learn highly densed graphs with more edges
in a simple calcification like binary (Figure 9) where
as for in three class classification the performance can
be affected to some extent due to the hardness of the
classification problem (Figure 10).

4.4 Five class classification performance and
saliency map for encoder

We further evaluated the performance of the proposed
GCN based model on a harder classification with five
classes: Covid-19, bacterial, fungal, other viral and
normal. The purpose of this experiment is to measure
the capabilities of GCN model in differentiating covid-
19 infection patterns from other types of bacterial,
fungal and other viral types’ infection patterns. Here
we compare the outcome of GCN model on above five
class classification against transfer learnt ResNet-50 on
the same subjects using confusion matrices and given in
Figure 11.

When we compare confusion matrices of Figure 11
(a) and (b), the highest number of true positives for all
classes is given by GCN where ResNet-50 is having low
true positives. GCN has predicted more than or equal
positive cases correctly compared to ResNet-50 for all
classes except bacterial. Most importantly, we notice
a distribution of zero predictions under the predicted
label covid, bacterial and viral in Figure 11 (b) which
indicates less false positives where as ResNet-50 is
having higher number of false positive predictions such
as viral, normal, fungal and bacterial CXR as covid
infected. We see the same behaviour for bacterial class
as well in Figure 11(a). Thus we can conclude the
proposed GCN based model with less training time is
showing better performance compared to ResNet-50 in
this five class classification.

Next, we did another experiment to observe the
efficiency of the CNN encoder that we used to extract
the features of CXR images and which we we then
feed to build the graph. For that, we drew saliency
maps which is an important concept of deep learning
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Fig. 11 Confusion matrices for five class classification

Covid VGG16 InceptionV3 ResNet50 Encoder - GCN

Fig. 12 Sailency maps related to VGG16, InceptionV3, ResNet-50 and CNN encoder for GCN corresponding to a given Covid CXR

where the spatial distribution of saliency towards the
final classification is proportional to the brightness of
pixels in the map. Here we compare the proposed CNN
encoder against other transfer learnt model VGG16,
ResNet-50 and InceptionV3 using saliency maps and
they are given in Figure 12.

In Figure 12, the most important regions which were
utilized for final prediction is highlighted related to
each model. According to them, InceptionV3 has
not focused on important regions and the prediction
is guided by pixels all over the image. On the other
hand, ResNet-50 is not correctly guided by all areas
with hazzy opacification according to the highlighted
attended locations. The encoder used in GCN is better
than VGG16 as its classification is more focused and
guided by the areas with cloudy visibility in the given
covid CXR image whereas VGG16 is showing more
scattered attention.

5 Conclusion

Covid-19 is a major health problem that has added
more challenges to people’s lives which appeals for

innovative and efficient approaches for tackling these
kind of problems. One instance is that the demand for
effective automated disease diagnosis methods such as
medical image processing as a solution for resources
limitations of tests like RT-PCR. One of the frequently
used methods for medical image processing is transfer
learning where the performance of these models are
affected by various constraints. Also, existing methods
are limited for binary classification while there is an
appealing need for models to differentiate Covid-19
from other lung infections. As a solution, a GCN
based novel method is proposed in this work to classify
CXR images into binary and three class classifications.
The strength of the proposed model leverages on the
combination of graph representation and convolution
operation. Thus, it exploits not only the data but also
important relational knowledge between data instances
and also utilizes metadata information as features in
the proposed model. A CNN encoder is used to
convert CXR into feature vectors which are then used
to build the graph based on the similarity matrix
between data instances. GCN algorithm is adopted
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on the built graph where the final high level features
are classified into different classes using a softmax
layer. Multiple experiments on two class and three
class classifications of proposed GCN model show
better performance compared to conventional transfer
learnt models ResNet-50, InceptionV3 and VGG16.
More specifically GCN reports the highest accuracy
94% and 86% in binary and three class predictions
respectively. Further we observe the mean aggregation
function has more generalization capabilities hence
better performance in graph data learning other than
sum and max pool aggregation even in a more densed
graph. Moreover, the classification performance on a
five class problem has been compared to a ResNet-50
model on the same subjects and GCN is showing high
true positives and less false positives using confusion
matrices. This is an important fact as having correctly
identifying positive cases as much as possible is critical
for controlling the spread of a disease. The correctness
of extracted features which we feed for the graph
is evaluated using saliency maps next. Identifying
infected areas of given CXR images by proposed CNN
encoder further highlights the effectiveness of proposed
novel GCN model.
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